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Hi Jorge et. al.,
 
This is a reminder - Please find the attached agenda and articles for tomorrow’s
 meeting on sampling being held here in Potomac Yard.
 
If you have any questions or comments please let me know.
 
Thanks,
David
 
 
><((((º>`·.¸¸.·´¯`·...¸><((((º>   ><((((º>.¸.·´¯`·...¸><((((º>¸.
David E. Hrdy
Senior Scientist
CEB/HED/OPP/OCSPP
US EPA  www.epa.gov/pesticides
Mailcode 7509P
Telephone: 703.305.6990
Fax:  703.305.5147
OFFICE 10248 Potomac Yard 1 (South)
~~~            __o
~~~           _ <_
~~~          (_)/(_)
 

mailto:/O=EXCHANGELABS/OU=EXCHANGE ADMINISTRATIVE GROUP (FYDIBOHF23SPDLT)/CN=RECIPIENTS/CN=6CC29EE8FA6A4FA0B60DE5DA18C4D5DD-DAVID E. HRDY
mailto:Jorge.MunizOrtiz@FSIS.USDA.gov
mailto:Naser.Abdelmajid@fsis.usda.gov
mailto:Randolph.Duverna@fsis.usda.gov
mailto:Randolph.Duverna@fsis.usda.gov
mailto:Miller.DavidJ@epa.gov



 
 
 
 
 
 
 
 
 
 
 


 


 
 


FOOD SAFETY 


FDA and USDA 
Should Strengthen 
Pesticide Residue 
Monitoring Programs 
and Further Disclose 
Monitoring Limitations 
 


Report to the Ranking Member, 
Subcommittee on Environment and the 
Economy, Committee on Energy and 
Commerce, House of Representatives 


October 2014 
 


GAO-15-38 


 


 


United States Government Accountability Office 







 


  United States Government Accountability Office 
 


 
Highlights of GAO-15-38, a report to the 
Ranking Member, Subcommittee on 
Environment and the Economy, Committee on 
Energy and Commerce, House of 
Representatives 


 


October 2014 


FOOD SAFETY 


FDA and USDA Should Strengthen Pesticide Residue 
Monitoring Programs and Further Disclose 
Monitoring Limitations 
 


Why GAO Did This Study 
From 1970 to 2007, hundreds of 
millions of pounds of pesticides were 
applied annually to U.S. food crops to 
protect them from pests. To protect 
consumers, EPA sets standards—
known as tolerances—for pesticide 
residues on foods. FSIS monitors 
meat, poultry, and processed egg 
products to ensure they do not violate 
EPA’s tolerances, and FDA monitors 
other foods, including fruits and 
vegetables. AMS gathers annual 
residue data for highly consumed 
foods, although not for enforcement 
purposes. 


GAO was asked to review federal 
oversight of pesticide residues in food. 
This report examines (1) what FDA 
data show with respect to pesticide 
residue violations in the foods that it 
regulates; (2) what FSIS data show 
with respect to pesticide residue 
violations in the foods that it regulates; 
and (3) what AMS data show with 
respect to pesticide residue levels in 
fruits and vegetables. For each 
agency, GAO examined limitations, if 
any, in the agencies’ monitoring of 
foods for pesticide residues. GAO 
analyzed FDA, FSIS, and AMS 
pesticide residue data, including their 
reliability, reviewed agency methods 
for sampling foods for testing, and 
interviewed agency officials.  


What GAO Recommends 
GAO recommends that FDA improve 
its methodology and FDA and USDA 
disclose limitations in their monitoring 
and data collection efforts. FDA said it 
will consider methodological changes 
and will disclose limitations. USDA 
agreed with GAO’s recommendations. 


What GAO Found 
The Food and Drug Administration’s (FDA) most recent data from 2008 through 
2012 show that pesticide residue violation rates in 10 selected fruits and 
vegetables were low, but FDA’s approach to monitoring for violations, which 
targets commodities it has identified as high risk, has limitations. Among other 
things, GAO found that FDA tests relatively few targeted (i.e., non-generalizable) 
samples for pesticide residues. For example, in 2012, FDA tested less than one-
tenth of 1 percent of imported shipments. Further, FDA does not disclose in its 
annual monitoring reports that it does not test for several commonly used 
pesticides with an Environmental Protection Agency (EPA) established tolerance 
(the maximum amount of a pesticide residue that is allowed to remain on or in a 
food)—including glyphosate, the most used agricultural pesticide. Although FDA 
is not required by law to select particular commodities for sampling or test for 
specific pesticides, disclosing this limitation would help meet Office of 
Management and Budget (OMB) best practices for conducting and reporting data 
collection and help users of the reports interpret the data. Also, FDA does not 
use statistically valid methods consistent with OMB standards to collect national 
information on the incidence and level of pesticide residues. FDA officials said 
that it would be costly to calculate national estimates for the foods it regulates 
because it would require a large number of samples for a wide array of products, 
but did not provide documentation on the cost of doing so or an assessment of 
the trade-offs of doing less targeting and more random sampling. Limitations in 
FDA’s methodology hamper its ability to determine the national incidence and 
level of pesticide residues in the foods it regulates, one of its stated objectives.  


For domestic and imported meat, poultry, and processed egg products, the U.S. 
Department of Agriculture’s (USDA) Food Safety and Inspection Service’s (FSIS) 
most recent available data from 2000 through 2011 show the agency found a low 
rate of pesticide residue violations, but its data had limitations. Specifically, for 
this period, FSIS did not test meat, poultry, and processed egg products for all 
pesticides with established EPA tolerance levels. Like FDA, FSIS is not required 
by law to test the foods it samples for specific pesticides, but disclosing this 
limitation in annual reports would meet OMB reporting best practices. Since 
2011, FSIS has increased the number of pesticides it has tested for and samples 
it has taken and engaged with EPA on changes to FSIS’s monitoring program to 
better provide EPA with data it needs to assess the risks of pesticides. 


The most recent data from USDA’s Agricultural Marketing Service’s (AMS) 
annual survey of highly consumed commodities, including fruits and vegetables, 
show that, from 1998 through 2012, pesticide residue detections varied by 
commodity and were generally well below tolerance levels. EPA and others 
praise AMS’s data collection efforts as providing valuable information on the 
incidence and level of pesticide residues in foods. In addition, while the sampling 
methodology used by AMS in the Pesticide Data Program meets many of OMB’s 
best practices for conducting and releasing information to the public concerning a 
data collection effort, it does not meet several others, such as some principles of 
probability sampling that are important for ensuring that the data the agency 
collects are nationally representative. As AMS does not disclose these limitations 
in its annual monitoring reports, users of the data may misinterpret information in 
these reports and draw erroneous conclusions based on the data. 
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441 G St. N.W. 
Washington, DC 20548 


October 7, 2014 


The Honorable Paul D. Tonko 
Ranking Member 
Subcommittee on Environment and the Economy 
Committee on Energy and Commerce 
House of Representatives 


Dear Mr. Tonko: 


The domestic and international farmers, ranchers, and other agricultural 
producers who contribute to the U.S. food supply often use insecticides, 
herbicides, or other pesticides to protect their products from insects, 
weeds, fungi, and other pests. In some instances, food producers may 
use multiple pesticides in sequence or simultaneously. The U.S. 
Environmental Protection Agency (EPA) estimated that domestic farmers 
used over 680 million pounds of pesticides for agricultural purposes in 
2007, the latest year for which EPA has national data.1


Three federal agencies—EPA, the U.S. Department of Agriculture 
(USDA), and the Food and Drug Administration (FDA)—regulate various 
aspects of pesticide chemical residues (pesticide residues). EPA 
regulates the amount of pesticide residues that can remain on or in food 
or animal feed. Specifically, EPA sets tolerances—the maximum amount 
of a pesticide residue that is allowed to remain on or in a food. By law, 
residue of pesticides for which EPA has not set a tolerance, or an 
exemption from a tolerance, is considered unsafe and therefore 
prohibited in foods. Although EPA does not have the authority to enforce 
the tolerances it sets, it coordinates with USDA and FDA, which have 
enforcement authority, on which pesticides to include in their monitoring 


 While pesticides 
can protect agricultural products from pests, pesticide residues that 
remain on food may also harm consumers. For example, residues may 
affect human nervous and endocrine systems or be carcinogenic. To 
reduce the risk of harm from exposure to pesticides, federal regulations 
establish acceptable levels of residue on and in foods, including animal 
feed. 


                                                                                                                     
1EPA collected data on pesticide usage from a combination of public and private sources. 
EPA officials said the agency has not published more recent data in part because it has 
not had funds to purchase data from private sources.  
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and enforcement programs. Under its National Residue Program, USDA’s 
Food Safety and Inspection Service (FSIS) monitors meat, poultry, and 
processed egg products for pesticide residue and takes enforcement 
actions if it finds pesticide residues that exceed EPA tolerance levels.2 
FDA monitors pesticide residues, among other things, in foods it inspects, 
including fruits, vegetables, dairy products, seafood, and spices. FSIS’s 
and FDA’s jurisdiction and monitoring and enforcement activities extend 
to both domestic and imported foods. In addition, USDA’s Agricultural 
Marketing Service (AMS) implements the Pesticide Data Program in 
conjunction with state agencies to survey, on an annual basis, pesticide 
residues in fruits, vegetables, and other foods. The program provides 
EPA with the residue data it needs to assess potential dietary exposure to 
various pesticides. EPA uses these and other data to estimate exposure, 
assess risk, and make registration decisions for pesticide uses.3


In this context, you asked us to review the federal government’s oversight 
of pesticide residue tolerances for food. This report examines (1) what 
FDA data show with respect to pesticide residue violations in the foods 
that it regulates and limitations, if any, in its efforts to monitor foods for 
pesticide violations; (2) what FSIS data show with respect to pesticide 
residue violations in the foods that it regulates and limitations, if any, in its 
efforts to monitor foods for pesticide violations; and (3) what AMS data 
show with respect to pesticide residue levels in fruits, vegetables, and 
other foods, and limitations, if any, in its efforts to gather and report that 
information. 


 


To address these objectives, we analyzed residue data collected by FDA, 
FSIS, and AMS and reviewed the methods the agencies have used to 


                                                                                                                     
2 In this context, meat products covered by FSIS inspection include those from cattle, 
sheep, swine, goats, horses, mules, and other equines. Poultry includes any domesticated 
bird. Processed egg products include any dried, frozen or liquid eggs, with or without 
added ingredients. Processed egg products do not include whole, unbroken eggs. 
3Under the Federal Insecticide, Fungicide, and Rodenticide Act, EPA registers pesticides 
for distribution, sale, and use in the United States and prescribes labeling and other 
regulatory requirements to prevent unreasonable adverse effects on the environment. To 
obtain a registration, a company or person (registrant) must provide data in support of 
registration including tests made and results, flagging any potential adverse effects. If the 
registration is for a food use pesticide, the applicant must also submit a petition for all 
needed tolerances. EPA may register the pesticide and set a tolerance level for those 
pesticides used on food or animal feed, notify the registrant of deficiencies in the data or 
need for additional information, or reject the application. 
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collect those data. We analyzed FDA and AMS data on samples of 
domestic and imported fruits and vegetables—the categories of 
commodities most often tested by these two agencies—and FSIS data on 
meat, poultry, and processed egg products. To report what FDA data 
show with respect to residue violations, we examined data on violations it 
detected in 10 highly consumed fruit and vegetable commodities 
(selected commodities) for fiscal years 1993 through 2012, excluding 
2004:4 apples, bananas, broccoli, cantaloupe, green beans, lettuce, 
peaches, pears, potatoes, and sweet bell peppers. We chose to focus our 
analysis of pesticide residue violations detected by FDA over a 5-year 
period (for fiscal years 2008 through 2012) because rates based on a 
small number of samples are unstable.5 We also present data on 
pesticide residue violations detected in the 10 commodities from 1993 
through 2012 in appendix II. Those data include years in which FDA 
generally took larger sample sizes than it did from 2008 through 2012. In 
addition, we examined recent FDA data on violations in other imported 
foods.6 To report what FSIS data show with respect to pesticide residue 
violations, we analyzed the agency’s National Residue Program data for 
meat, poultry, and processed egg products from calendar years 2000 
through 2011, the years for which FSIS’s annual reports were available. 
To report what AMS data show with respect to pesticide residues in fruits 
and vegetables, we analyzed the agency’s Pesticide Data Program test 
results for the same 10 commodities for which we analyzed FDA data. 
We selected these 10 commodities because they were the commodities 
AMS tested for most often since 1994.7


                                                                                                                     
4FDA was not able to provide us with test results from 2004 that were comparable in detail 
to the other years. Therefore, we could not include that year in our analysis of pesticide 
residue test results. 


 Specifically, we analyzed AMS 
data from the 3 most recent years in which the agency tested each of the 


5 By grouping data from the 5 most recent years available, we balance the desire to 
present recent data with the need to have enough samples to present violation rates. We 
also report the samples and violation counts for each of the 5 years separately in order to 
display the range of sample sizes and violation counts over these years.  
6We examined data on imported commodities—including fruits and vegetables—FDA 
found to have high rates of pesticide tolerance violations in fiscal years 2007 through 
2011.  
7AMS began the Pesticide Data Program in 1991. However, AMS officials advised us to 
begin our analysis with data from 1994 because the data prior to that year are not in a 
comparable format.  
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10 commodities for calendar years 1998 through 2012.8 In using the 
agencies’ data, we evaluated the reliability of these data by reviewing or 
discussing the agencies’ management controls to ensure its accuracy and 
completeness. As appropriate, we also reviewed the agencies’ 
compliance with the Office of Management and Budget’s (OMB) 
Standards and Guidelines for Statistical Surveys.9 We found these data to 
be sufficiently reliable for purposes of reporting what the agencies have 
found regarding pesticide residues and residue violations in food, 
although, where discussed, we note limitations in the methods the 
agencies have used to collect these data. To examine the recent methods 
FDA and FSIS have used to detect pesticide residue violations, we 
reviewed appropriate agency policy directives, reports, and other 
documents to better understand the agencies’ residue monitoring 
programs. In addition, we analyzed FDA’s use of its risk-based tool for 
selecting imported foods for pesticide residue testing, known as 
Predictive Risk-based Evaluation for Dynamic Import Compliance 
Targeting (PREDICT).10


                                                                                                                     
8 The years in which AMS tested samples are not the same for every commodity because 
AMS uses a staggered sampling schedule. According to AMS officials, highly consumed 
commodities are rotated into the program every 5 years and tested for a period of 2 
consecutive years. 


 We interviewed officials in FDA’s Center for Food 
Safety and Applied Nutrition who are responsible for developing 
strategies and policies for reducing health threats from contaminated food 
and officials from FDA’s Office of Regulatory Affairs who are responsible 
for monitoring foods for pesticide residue and enforcing pesticide 
tolerances. We interviewed officials in FSIS’s Office of Public Health 
Science who are responsible for managing the agency’s National Residue 
Program for meat, poultry, and processed egg products. We also 
interviewed agency officials in AMS’s Monitoring Programs Division who 
are responsible for managing the Pesticide Data Program. Within EPA, 
we interviewed officials in the Office of Pesticide Programs who are 
responsible for using data generated by FDA, USDA, and others to 


9OMB, Standards and Guidelines for Statistical Surveys (September 2006).  
10FDA uses PREDICT to identify imported food samples for testing for pathogens and 
other contaminants, including pesticides. FDA also uses the tool to identify other products 
for review prior to admission into the country, such as medical devices and 
pharmaceutical drugs. The PREDICT tool is web-based and designed to help border 
inspectors monitor products, especially high-risk ones, at ports of entry. PREDICT uses 
historical data, patterns, and violations to generate a numerical score for FDA-regulated 
imported products. 
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assess health risks associated with exposure to pesticides. Appendix I 
provides a more detailed description of our objectives, scope, and 
methodology. 


We conducted this performance audit from November 2012 to October 
2014 in accordance with generally accepted government auditing 
standards. Those standards require that we plan and perform the audit to 
obtain sufficient, appropriate evidence to provide a reasonable basis for 
our findings and conclusions based on our audit objectives. We believe 
that the evidence obtained provides a reasonable basis for our findings 
and conclusions based on our audit objectives. 


 
This section provides information on trends in agricultural pesticide use in 
the United States; growth in the volume of foods imported into the 
country; and the potential human health effects of exposure to pesticide 
residues and key responsibilities that EPA, FDA, and USDA’s FSIS and 
AMS have with respect to pesticide residues in food. 


 
Conventional pesticide use in the U.S. agricultural sector grew from 1970 
through 1979 and then generally trended downward through 2007 (see 
fig. 1).11 According to a 2011 EPA report, the U.S. agricultural sector used 
an estimated 684 million pounds of conventional pesticides in 2007, the 
latest year for which the agency has published data.12


                                                                                                                     
11In this context, the term conventional pesticides includes herbicides (i.e., weed killers), 
plant growth regulators (i.e., chemicals used to alter the expected growth, flowering, or 
reproduction rate of plants), insecticides (i.e., chemicals used to kill insects and other 
arthropods), miticides (i.e., chemicals used to kill mites that feed on plants and animals), 
fungicides (i.e., chemicals used to kill fungi, including blights, mildews, molds, and rusts), 
nematicides (i.e., chemicals used to kill nematodes—microscopic, worm-like organisms 
that feed on plant roots), and fumigants (i.e., chemicals that produce gas or vapor 
intended to destroy pests in buildings or soil). 


 This was an 


12EPA, Pesticides Industry Sales and Usage: 2006 and 2007 Market Estimates, Biological 
and Economic Analysis Division, Office of Pesticide Programs, Office of Chemical Safety 
and Pollution Prevention, Washington, D.C. 20460 (February 2011). According to EPA, 
neither it nor any other federal agency has a program devoted specifically to estimating 
the overall quantity of active ingredient used on an annual basis. EPA noted its report 
uses the best available information from the public domain and private marketing research 
companies (proprietary data sources). The numbers in EPA’s report represent 
approximate values rather than precise values with known statistical properties.  


Background 


Trends in Agricultural 
Pesticide Use in the 
United States 
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increase from 643 million pounds in 2006, but well below the peak of 843 
million pounds in 1979. 


Figure 1: Estimated Number of Pounds of Conventional Pesticide Active Ingredients Used in U.S. Agricultural Sector, 1970 
through 2007 


 
Note: The latest year for which EPA has published data on estimated pesticide usage is 2007. The 
figure depicts use of conventional pesticides only, excluding sulfur, petroleum oil, and other chemicals 
used as pesticides (e.g., sulfuric acid and insect repellents), wood preservatives, specialty biocides, 
and chlorine/hypochlorites. Active ingredient refers to the chemical or substance component of a 
pesticide product intended to kill, repel, attract, mitigate, or control a pest, or that acts as a plant 
growth regulator, desiccant, or nitrogen stabilizer. The term conventional pesticides includes 
herbicides (i.e., weed killers), plant growth regulators (i.e., chemicals used to alter the expected 
growth, flowering, or reproduction rate of plants), insecticides (i.e., chemicals used to kill insects and 
other arthropods), miticides (i.e., chemicals used to kill mites that feed on plants and animals), 
fungicides (i.e., chemicals used to kill fungi, including blights, mildews, molds, and rusts), nematicides 
(i.e., chemicals used to kill nematodes—microscopic, worm-like organisms that feed on plant roots), 
and fumigants (i.e., chemicals that produce gas or vapor intended to destroy pests in buildings or 
soil.) 
 


As a group, the most commonly used pesticides have a variety of 
functions. In 2007, 13 of the top 25 pesticide active ingredients used in 
the agricultural sector were herbicides; 3 were fungicides; 3 were 
insecticides; 5 were fumigants; and 1 was a plant growth regulator. 
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According to EPA, the most used active ingredient in the U.S. agricultural 
sector from 2001 through 2007 was the herbicide glyphosate.13


EPA’s 2011 report shows that, while the use of some pesticides has 
grown, others have declined. For example, the amount of 
organophosphate insecticides used in all sectors—including agriculture—
declined more than 60 percent from 1990 through 2007, from an 
estimated 85 million pounds in 1990 to 33 million pounds in 2007.


 In 2007, 
glyphosate use reached 180 million to 185 million pounds. Other 
pesticides commonly used from 2001 through 2007 were the herbicide 
atrazine, the fumigant metam sodium, and the herbicide metolachlor-S. 


14 
Organophosphate use as a percentage of total insecticide use decreased 
from 70 percent in 1990 to 35 percent in 2007. These declines were the 
result, in part, of growing concerns over the toxicity of organophosphates. 
Some of the decline occurred after EPA increased its oversight of this 
class of pesticides in response to the Food Quality Protection Act of 1996 
that included provisions to better ensure the health of infants and children 
from pesticide risks.15


The overall use of pesticides in agricultural settings is not necessarily 
indicative of the risk associated with those pesticides. A pound of one 
pesticide, for example, is not necessarily as toxic or potentially harmful to 
human health as a pound of another pesticide. Therefore, a total increase 
or decrease in the amount of pesticides used does not necessarily mean 
that total toxicity or risk has changed at the same rate. We were unable to 
find publicly available estimates of the overall toxicity or risk associated 
with the use of agricultural pesticides in the United States. 


 


 


                                                                                                                     
13Glyphosate is the active ingredient in certain “broad-spectrum” herbicides that are 
effective at killing a range of weeds but that may also kill the crop. The growth in 
glyphosate use is associated with the widespread planting of genetically engineered 
crops—such as corn and soybeans—that can tolerate being sprayed with glyphosate.  
14According to EPA’s website, organophosphates affect the nervous system by disrupting 
the enzyme that regulates acetylcholine, a neurotransmitter. Most organophosphates are 
insecticides. They were developed during the early nineteenth century, but their effects on 
insects, which are similar to their effects on humans, were discovered in 1932. However, 
organophosphates usually are not persistent in the environment.  
15Pub. L. No. 104-170, 110 Stat. 1489. 
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The number of imported food shipments that FDA has responsibility for 
monitoring and testing has increased in recent years. We reported in 
September 2009 that the number of food “entry lines” that passed through 
U.S. ports and for which FDA had oversight authority nearly doubled in 
the previous 10 years to an estimated 9.5 million.16 Since the issuance of 
our report, that number grew to about 9.7 million in 2012. The growth in 
the percentage of imported foods in the U.S. food supply has varied 
widely for different types of foods.17


While the overall growth in imported foods has enhanced consumer 
choice, it has also strained the resources of federal agencies responsible 
for monitoring food safety. Imported foods could pose pesticide risks that 
are different than those posed by domestically grown food if the exporting 
countries have different agricultural practices. For example, growers in 
other countries might use pesticides that are not registered for use in the 
United States and do not have an “import tolerance” that would allow 
residue of that pesticide on imported food.


 


18


                                                                                                                     
16GAO, Food Safety: Agencies Need to Address Gaps in Enforcement and Collaboration 
to Enhance Safety of Imported Food, 


 FDA and USDA are 
responsible for ensuring the safety of imported food to the same extent as 
domestic food. If a food is found to have a pesticide in excess of an 


GAO-09-873 (Washington, D.C.: Sept. 15, 2009). An 
entry line is a unique shipment of imported products or items offered for admission into 
U.S. commerce. On the other hand, we use the term “lot” to indicate a unique quantity of a 
domestically grown product subject to FDA testing.  
17According to USDA’s Economic Research Service, the imported share of U.S. fruit and 
nut consumption grew from 28.1 percent in 1994 to 38.5 percent in 2009, while the 
imported share of U.S. vegetable consumption grew from 7.5 percent to 17.5 percent. 
From 1994 through 2009, seafood imports increased from about 56 percent to about 85 
percent of the total amount consumed in the United States. In contrast, imported red meat, 
poultry, dairy, and egg products have generally remained constant as a percentage of the 
amount of U.S. consumption from 1994 through 2009. 
18When no U.S. registration exists, interested persons may submit a petition requesting 
that EPA establish an import tolerance for a pesticide residue on a food or feed 
commodity, which will allow the food or feed treated with the pesticide in foreign countries 
to be imported into the United States. Therefore, the term “import tolerance” is used to 
refer to a residue tolerance that has been established for a pesticide for which there is no 
accompanying U.S. registration, but which meets U.S. food safety standards. Interested 
persons may also submit a petition requesting that EPA exempt a pesticide from the need 
for an import tolerance, which EPA may grant if it determines, among other things, that 
there is a reasonable certainty that no harm will result from aggregate exposure to the 
residue, including all anticipated dietary exposures and all other nonoccupational 
exposures for which there is reliable information. 


Growth in the Volume of 
Imported Foods Regulated 
by FDA 



http://www.gao.gov/products/GAO-09-873�
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import tolerance, or if no tolerance has been set, the food is considered 
unsafe and cannot enter commerce in the United States. 


 
According to EPA’s website, the health effects of pesticides depend on 
the type of pesticide. Some, such as the organophosphates and 
carbamates, affect the nervous system. Others may irritate the skin or 
eyes; some may be carcinogens; and others may affect the hormone or 
endocrine systems in the body. Also, according to EPA’s website, the 
specific health effects of a particular pesticide depends on the pesticide’s 
toxicity and how much of it is consumed (i.e., exposure). EPA also notes 
that infants and children may be especially sensitive to health risks posed 
by pesticides. 


EPA, FDA, and USDA’s FSIS and AMS each have key responsibilities 
with respect to pesticide residues in food. 


The primary federal laws that govern how EPA regulates pesticides in the 
United States are the Federal Insecticide, Fungicide, and Rodenticide Act 
(FIFRA) and the Federal Food, Drug, and Cosmetic Act (FFDCA).19 
Under FIFRA and its implementing regulations,20


                                                                                                                     
197 U.S.C. §§ 136-136y, 21 U.S.C. §§ 301-399d; see specifically 7 U.S.C. § 136a, 21 
U.S.C. § 346a. The Antimicrobial Regulation Technical Corrections Act of 1998 amended 
the definition of “pesticide chemical” in the FFDCA by, in part, excluding certain 
antimicrobial substances from the definition of pesticide chemical. Pub. L. No. 105-324, 
112 Stat. 3035. Substances so excluded became subject to regulation by FDA as food 
additives. This report does not address antimicrobial substances that may be regulated by 
EPA as pesticide chemical residues or by FDA as food additives. 


 EPA is to review 
applications for pesticide products and register those that it determines 
will meet FIFRA’s statutory standards. Generally, unless it is registered 
with EPA for use on a particular commodity, a pesticide cannot be legally 
used on that commodity. Of particular relevance to EPA’s review, if the 
use of a pesticide would result in a residue of the substance in or on food 
or animal feed, generally, EPA may not register that pesticide unless it 
can determine that the residue is “safe” as defined by FFDCA. Under 
FFDCA, with regard to a pesticide residue, safe means that EPA has 
determined, among other things, that there is a reasonable certainty that 
no harm will result from aggregate exposure to the residue, including all 
anticipated dietary exposures and all other nonoccupational exposures for 


207 U.S.C. § 136a; 40 C.F.R. pts. 152-180. 


Potential Health Effects of 
Exposure to Pesticide 
Residues and Agency 
Responsibilities 


EPA Sets Pesticide Tolerances 
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which there is reliable information. Nonoccupational exposures are those 
experienced by the general population, as opposed to those experienced 
by specific groups of pesticide users (i.e., occupational users), such as 
farm workers and pest control operators. EPA may establish a tolerance 
level—the maximum permissible pesticide residue in or on food or animal 
feed that is sold—that meets the FFDCA safety standard for a pesticide 
residue or may choose to grant a tolerance exemption if it determines that 
the exemption meets the FFDCA safety standard for a pesticide 
residue.21


EPA typically sets tolerances in response to a petition from the pesticide 
manufacturer to register the pesticide for use in association with a 
particular commodity.


 


22 For example, EPA has established a tolerance of 
0.05 parts per million for the insecticide chlorpyrifos on cucumber and a 
tolerance of 1 part per million for the herbicide diuron on pears.23


                                                                                                                     
21Registration of a pesticide is not, however, a prerequisite for establishing a tolerance. 
For example, EPA may establish a temporary tolerance to permit the experimental use of 
a nonregistered pesticide, or EPA may establish a tolerance for a pesticide residue 
resulting from the use of the pesticide in food or animal feed in a foreign country. 


 
Tolerances for pesticides may differ depending on the commodity. For 
example, although the tolerance for chlorpyrifos is 1 part per million on 
cherries, it is 2 parts per million on radishes. According to EPA officials, 
the different tolerances reflect the agency’s analysis of different chemical-
specific and crop-specific agricultural practices and the expected residues 
that would result from those practices. From a regulatory perspective, it is 
also important to be aware of those situations in which EPA has not 
established a tolerance for a pesticide on a particular commodity. For 
example, although EPA has set a tolerance for diuron on pears, it has not 
set a tolerance for that herbicide on mushrooms, lettuce, or many other 


22Pesticide manufacturers go to some effort and expense to get a pesticide registered for 
a particular use. In light of this expense, they may choose not to seek registration for a 
pesticide to be used on all potential commodities if they do not expect the use on those 
commodities to be commercially significant. In 1963, the directors of state agricultural 
experiment stations began a program known as IR-4. The IR-4 program continues to this 
day, and with funding from USDA, land grant universities, and the agrochemical industry, 
works with EPA to register pesticides for use on commodities for which the manufacturer 
has not applied. 
23Tolerances for residues in raw commodities apply to those same residues in processed 
commodities. If the residues in processed commodities are expected to exceed the 
residues in the raw commodity, a separate processed food tolerance is needed.  
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commodities. Therefore, residues of diuron are not permitted on those 
commodities. 


Under FFDCA, FDA is responsible for protecting the public health by 
ensuring that the food subject to its jurisdiction—including fruits, 
vegetables, dairy products, seafood, and spices—is safe, wholesome, 
sanitary, and properly labeled. In meeting its responsibility, FDA monitors 
pesticide residues, among other things, in foods it inspects. The agency’s 
efforts include testing domestic and imported foods in interstate 
commerce for the presence of pesticide residues.24 According to FDA’s 
website, this responsibility entails annual oversight of more than $400 
billion in domestic foods and about $50 billion in imported foods. FDA’s 
Compliance Program Guidance Manual states that the agency’s 
objectives are to (1) enforce pesticide residue tolerances in foods 
established by EPA and (2) determine the incidence and level of pesticide 
residues in domestic and imported foods.25


FDA typically collects samples of domestic foods for testing close to the 
point of production in the distribution system, (i.e., from growers, packers, 
and distributors), while it collects imported foods for testing at the point of 
entry into U.S. commerce.


 FDA’s guidance manual 
identifies pesticides and classes of pesticides but does not identify each 
pesticide for which the agency must test. FDA uses two broad categories 
of testing technology. One type of test—known as a multiresidue 
method—can detect many pesticides, and the other type—a selective 
residue method—can detect one specific pesticide. No one test can 
detect all possible pesticide residues. 


26


                                                                                                                     
24In addition, FDA monitors domestic and imported foods in interstate commerce for 
pathogens, natural toxins, heavy metals, and other contaminants.  


 When testing raw commodities such as fruits 
and vegetables for pesticide residues, FDA conducts its tests on 
unwashed, whole (unpeeled) items. FDA also tests processed foods such 
as breakfast cereals and snack foods for pesticide residues. 


25FDA, Compliance Program Guidance Manual: Chapter 04—Pesticide and Chemical 
Contaminants, 7304.004 (June 27, 2011). 
26The amount (e.g., containers or pounds) of a commodity that FDA samples may vary by 
commodity. Two examples of amounts are one intact shipping case or a total of 20 
pounds for fresh produce.   


FDA Monitors Most Foods for 
Pesticide Residue Violations 







 
  
 
 
 


Page 12 GAO-15-38  Pesticide Residue Monitoring 


If FDA finds pesticide residues that exceed established tolerances for a 
specific commodity—or pesticide residues for which there are no 
established tolerances for that commodity—it may take a variety of 
enforcement actions. For example, FDA can refuse entry of food offered 
for import into the United States or seize foods in domestic commerce 
that exceed an EPA tolerance or are found to contain pesticide residues 
for which there is no tolerance. FDA may allow a food to be 
“reconditioned” or diverted to another use.27


In December 2011, FDA completed the national rollout of PREDICT, a 
tool the agency expects will (1) improve import screening and targeting to 
prevent entry of goods that are adulterated,


 If FDA finds that an imported 
food has a pesticide residue violation, it may issue an “import alert” 
covering subsequent shipments of that product from the shipper or 
grower. FDA officials at ports of entry would then detain without physical 
examination any future shipments of that product from that shipper or 
grower unless the importer provides proof that the product did not contain 
residues of the pesticide(s) cited in the import alert in excess of the 
established tolerance. FDA may also issue an import alert for a food 
product from an entire country or geographic area. To be exempt from the 
alert, shippers or growers of a specific product from a specific location are 
asked to provide evidence that their products comply with EPA 
tolerances. FDA may also request that a company conduct a recall if it 
determines that domestic or imported foods that have entered the food 
supply have pesticide residues that violate established tolerances or are 
found to contain pesticide residues for which EPA has not established a 
tolerance. Generally, FDA has the authority to order a food recall if it 
would cause serious adverse health consequences or death to humans or 
animals and the company fails to voluntarily recall the product. 


28 misbranded or otherwise 
violate FDA standards (i.e., violative); and (2) expedite the entry of goods 
that do not violate FDA standards (i.e., nonviolative).29


                                                                                                                     
27One option would be to divert the product from food for human consumption to food for 
animal consumption if it would meet the established tolerance for animal food. 


 With PREDICT, 


28Food is deemed to be adulterated under the Federal Food, Drug, and Cosmetic Act if, 
among other things, it bears or contains a pesticide chemical residue in excess of an 
established tolerance, or, when no tolerance exists, any residue is present and there is no 
exemption from the tolerance requirement granted.  
29The tool is not specific to pesticide residues in food; FDA uses it for all types of products 
within its jurisdiction. 
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FDA gathers specific information about products, manufacturers, or 
growers, country of origin, and other factors to generate a risk score for 
each line in an entry. The higher the cumulative score, the greater the 
identified risk. FDA officials at ports of entry may use the risk scores and 
import alerts to make decisions about which products can be released 
into the country and which should receive further examination such as 
laboratory testing for pesticide residues. FDA does not use a similar tool 
for screening domestic foods for sampling. FDA’s guidance directs its 
district offices to develop sampling plans that consider similar information, 
such as past violations, pesticide usage, and other information gathered 
by the district. 


FDA also acquires data on particular commodity and pesticide 
combinations by conducting market basket surveys under its Total Diet 
Study. This annual survey is distinct from regulatory monitoring in that it 
determines pesticide residues in foods that are prepared and table-ready 
for consumption. The foods are washed, peeled, or cooked before 
analysis, simulating typical consumer handling. Each survey comprises 
about 300 different foods that represent the average U.S. consumer’s 
diet, which FDA tests with methods that are 10 to 100 times more 
sensitive than FDA’s regulatory monitoring procedures, meaning that they 
can detect much lower concentrations of residue. We did not examine the 
results of this study because its sample sizes for each commodity tested 
are small.30


Under the Federal Meat Inspection Act, the Poultry Products Inspection 
Act, and the Egg Products Inspection Act, USDA’s FSIS is responsible for 
examining and inspecting to prevent the distribution of adulterated food 
products. To meet this responsibility, FSIS, among other things, monitors 
meat, poultry, and processed egg products for pesticide residue.


 


31


                                                                                                                     
30FDA typically tests four “market baskets” of each type of food per year. Each market 
basket is a composite of the food collected from three cities in one of four regions of the 
country. FDA surveys different cities from year to year. 


 FSIS 
executes this responsibility as part of its National Residue Program under 
which it randomly samples domestic and imported meat, poultry, and 
processed egg products to test for pesticides; veterinary drugs; and 


31A meat, poultry, or egg product is considered adulterated under federal law if, among 
other circumstances, it bears or contains a pesticide chemical residue in excess of an 
established tolerance, or, when no tolerance exists, any residue is present and there is no 
exemption from the tolerance requirement granted. 


FSIS Monitors Meat, Poultry, 
and Processed Egg Products 
for Pesticide Residue 
Violations 
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environmental contaminants, such as heavy metals, that might find their 
way into these products destined for human consumption. FSIS takes 
samples of domestic products at slaughterhouses and processing 
facilities and samples imported products at ports of entry. In each case, 
FSIS tests products for pesticide residues at its Western Laboratory in 
California using the multiresidue method. On December 10, 2012, FSIS 
published a new policy stating that slaughterhouse and import 
establishments must maintain control of livestock products while awaiting 
the results of tests for contaminants.32


USDA’s AMS coordinates with state agencies to conduct an annual 
survey of pesticide residues in and on fruits, vegetables, and other food 
commodities known as the Pesticide Data Program. AMS does not 
conduct this survey to enforce EPA pesticide tolerances; rather, its 
primary purpose is to collect residue data that EPA uses to assess the 
dietary exposure associated with particular pesticides. However, FDA can 
review Pesticide Data Program data for possible violations and can use 
those data to inform its own enforcement program. In 2012, AMS decided 
that it would no longer collect residue data for beef, pork, and poultry 
products, with the expectation that FSIS would provide such data to EPA. 


 


According to AMS documents, it uses random sample selection methods 
to obtain a statistically valid representation of the U.S. food supply. In 
recent years, the survey has annually tested domestic and imported 
samples of 20 to 30 commodities. The list of commodities tested changes 
from year to year and, over the history of the program, AMS has tested 
about 90 different types of food. In recent years, AMS has established 
cooperative agreements with about a dozen states to participate in the 
program. State officials, under the direction of AMS, collect foods at 
terminal markets33


                                                                                                                     
32The new policy does not apply to poultry. The FSIS policy stated that poultry did not 
need to be held from commerce pending negative test results because of (1) the 
significant number of poultry carcasses in a lot; (2) the economic effects of holding a lot; 
and (3) historically, FSIS has not seen contaminant problems (of any type) in poultry 
tested for residues. 


 and distribution centers for large chain stores. 
Participation by the terminal markets and distribution centers in the 
program is voluntary. Depending on the commodity, the foods are tested 
for residue at either state or federal laboratories. Because AMS conducts 


33A terminal market is an organized wholesale market into which large quantities of 
agricultural produce, livestock, or other goods are shipped for distribution and sale. 


AMS Collects Data for Annual 
Survey of Pesticide Residues 
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residue testing to gather information for EPA to use in conducting risk 
assessments rather than for regulatory purposes, some of the foods are 
handled as AMS expects consumers to handle them. For example, fruits 
and vegetables may be washed, cored, or peeled before being tested. 


FDA data for the 10 commodities we reviewed show the agency found 
low rates of pesticide residue violations as part of targeted (i.e., 
nongeneralizeable) monitoring for compliance and enforcement, but 
FDA’s approach for detecting violations has limitations. Specifically, we 
found that FDA takes relatively few targeted samples to test for pesticide 
residue and detects what is likely to be a small percentage of the foods 
that have violative levels of residue.34


 


 Moreover, FDA does not disclose in 
its annual monitoring reports that it does not test for some commonly 
used pesticides that have established tolerances for many commodities. 
In addition, it is not clear to what extent FDA’s recently implemented 
targeting tool for imported foods—PREDICT—helps the agency identify 
foods most likely to have pesticide residue violations. Furthermore, 
because FDA does not use statistically valid methods to gather residue 
data, it is not able to meet its objective to determine the incidence and 
level of pesticide residues in domestic and imported foods. 


From 2008 through 2012, FDA’s compliance and enforcement monitoring 
program, which carries out one of the agency’s objectives of enforcing 
pesticide residue tolerances in foods established by EPA, detected low 
rates of pesticide residue violations35


                                                                                                                     
34FDA uses the term “sample” when reporting pesticide residue test results for domestic 
and imported foods. However, FDA clearly notes in its annual reports that it does not 
randomly select its samples. Therefore, the results of its samples are not meant to be 
used to generalize to a larger population of foods. Consequently, we use the term targeted 
sample to distinguish from more random sampling methods used by FSIS and AMS.  


 among the targeted samples it 
tested of the 10 commonly consumed fruit and vegetable commodities we 
reviewed. We found that the violation rates among foods it tested varied 
by commodity. For example, over that 5-year period of time, FDA 
detected one or more residue violations in 0 to 1.9 percent of its samples 
of apples, bananas, broccoli, lettuce, and potatoes and detected one or 


35A violation is either due to the presence in or on a commodity of a pesticide that 
exceeds the tolerance established by EPA (a violation of tolerance) or the presence of a 
pesticide for which EPA has not established a tolerance for that commodity (a violation of 
no tolerance).  


FDA Data Show Low 
Rates of Pesticide 
Residue Violations, 
but FDA’s Approach 
for Detecting 
Violations Has 
Limitations That Are 
Not Disclosed 


FDA Has Found Few 
Violations, and Violation 
Rates Have Varied Among 
the Foods It Tests as Part 
of Its Compliance and 
Enforcement Monitoring 
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more violations in 3.3 to 5.4 percent of its samples of cantaloupe, green 
beans, peaches, pears, and sweet bell peppers. Figure 2 provides data 
on the extent to which domestic and imported samples of the 10 selected 
commodities FDA tested had one or more violations from 2008 through 
2012. The agency collected these data as part of its risk-based targeting, 
a selection method designed to target foods with a high risk of violation36 
rather than to estimate the incidence or prevalence of pesticide residues 
on all commodities; therefore, these data are not meant to be generalized 
to all foods the agency regulates.37 FDA data also show that the agency 
generally found low rates of pesticide residue violations among its 
samples of the 10 selected commodities in the years from 1993 through 
2007 and that the rates varied by commodity and year. See appendix II 
for a presentation of year-by-year results on sample and violation counts 
broken down by commodity, violation type, and origin for 1993 through 
2012, with the exception of 2004.38


                                                                                                                     
36Factors that affect risk-based targeting include the history of violations for particular 
commodities or places of origin.  


 


37We present violation rates for a 5-year period rather than for individual years because 
rates based on a small number of samples are unstable. By grouping data from the 5 most 
recent years available, we balance the desire to present recent data with the need to have 
enough samples to present violation rates. We also report the samples and violation 
counts for each of the 5 years separately in order to display the range of sample sizes and 
violation counts over these years.  
38As noted, FDA was not able to provide us with test results from 2004 that were 
comparable in detail to the other years. Therefore, we could not include that year in our 
analysis of pesticide residue test results.  
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Figure 2: Frequency and Rate That Domestic and Imported Targeted Samples of 10 Selected Commodities Had One or More 
Pesticide Residue Violations Detected by FDA, 2008 through 2012 


 
Note: FDA may have detected more than one violation on a single sample. The violations 
represented in the figure are one of two types: violations of no tolerance and violations of tolerance. A 
violation of no tolerance means that FDA has detected residue of a pesticide on a commodity for 
which EPA has not established a tolerance. A violation of tolerance means that FDA has detected a 
pesticide residue that exceeds the EPA-established tolerance for that commodity. The violation rate 
presented in the table for each commodity represents the overall rate that FDA detected from fiscal 
years 2008 through 2012. FDA uses the term “sample” when reporting pesticide residue test results 
for domestic and imported foods. However, FDA notes in its annual pesticide monitoring reports that it 
does not randomly select its samples. Therefore, the results of its samples are not meant to be used 
to generalize to a larger population of foods. Consequently, we use the term targeted sample to 
distinguish from random sampling methods. 
 


Our analysis also shows that FDA detected more than one violation in 
some samples of the 10 selected commodities. For example, from 2008 
through 2012, of the 10 samples of potatoes with one or more violations 
detected (see fig. 2), FDA detected 24 residue violations as shown in 
figure 3. We also found that violations of no tolerance were the most 
common type of violation FDA detected in 7 of the 10 selected 
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commodities.39


                                                                                                                     
39Our analysis focuses on two types of violation; violations of no tolerance and violations 
of tolerance. FDA also may establish, as guidance, a nonbinding level, known as an action 
level, for an unavoidable residue of a cancelled pesticide that persists in the environment. 
From 2008 through 2012, FDA detected 7 instances among the 10 select commodities 
where an unavoidable residue level exceeded an action level for the commodity. 


 These violations occur when FDA detects a pesticide for 
which there is no established tolerance for the particular commodity on 
which it was found. For example, 38 of 41 violations detected in sweet 
bell peppers and 8 of 11 violations detected in peaches from 2008 
through 2012 were violations of no tolerance. During the same period, 
FDA detected violations of established tolerances—instances in which the 
concentration of a pesticide residue exceeded the limit established by 
EPA—more frequently in its targeted samples of broccoli and potatoes. 
FDA detected no violations of either type in bananas in those years. See 
figure 3 for FDA’s findings for the number of each of the two types of 
violations detected from 2008 through 2012 in the 10 selected 
commodities. 
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Figure 3: Total Number of Pesticide Residue Violations Detected by FDA in Targeted Samples of 10 Selected Commodities, by 
Violation Type, 2008 through 2012 


 
Note: Figure 3 shows data on two types of violations. A violation of no tolerance means that FDA has 
detected residue of a pesticide on a commodity for which EPA has not established a tolerance. A 
violation of tolerance means that FDA has detected a pesticide residue that exceeds the EPA-
established tolerance for that commodity. FDA uses the term “sample” when reporting pesticide 
residue test results for domestic and imported foods. However, FDA notes in its annual pesticide 
monitoring reports that it does not randomly select its samples. Therefore, the results of its samples 
are not meant to be used to generalize to a larger population of foods. Consequently, we use the term 
targeted sample to distinguish from random sampling methods. 
 


As noted earlier, because FDA data on violations were derived from a 
sampling method designed to target foods with a high risk of violation, 
rather than from a statistically generalizable sample, FDA violation rates 
are not intended to be interpreted as reliable estimates of the actual rates 
of potential violations among these 10 commodities in the food supply. In 
addition, FDA typically collects its samples of domestic foods for testing 
close to the point of production (i.e., from growers, packers, and 
distributors) and collects its samples of imported foods for testing at the 
point of entry into U.S. commerce. In contrast, AMS tests foods that are 
further along the food supply chain—and, thus, closer to consumers—at 
terminal markets and distribution centers. AMS generally tests sample 
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sizes from 500 to 750 per commodity, which are considerably larger than 
FDA’s sample sizes. The presence of a residue above a tolerance or for 
which there is no tolerance indicates a possible violation that FDA did not 
detect with its targeted sampling. Therefore, to further examine violation 
rates for the 10 selected commodities, we analyzed AMS data on these 
commodities that indicate the presence of pesticide residues in the food 
supply. AMS calls the residues it detects that exceed tolerances or for 
which there are no tolerances “presumptive tolerance violations.” (It is 
also noteworthy that, unlike FDA’s compliance and enforcement 
monitoring program, AMS tests commodities after preparing them as 
consumers are expected to do, such as washing, coring, or peeling fruits 
and vegetables. This practice is likely to reduce pesticide residues and 
lower the rate at which AMS finds presumptive tolerance violations.) We 
found that presumptive tolerance violation rates varied by several orders 
of magnitude across the 10 selected commodities and years tested. 
Specifically, for commodities with presumptive tolerance violations, the 
rates ranged from 0.14 percent on apples in 2001 to 19.47 percent on 
pears in 1998—a 139-fold difference. Table 1 shows the presumptive 
tolerance violation rates for the 3 most recent years in which AMS tested 
the 10 selected commodities for 1998 through 2012.40 For example, as 
shown in table 1, the presumptive tolerance violation rate for peaches in 
2008 was 9.1 percent.41


  


 If that violation rate prevailed (i.e., was a valid 
estimate of violations) for all peaches in that year, it would mean that 
about 9 out of 100 peaches consumed in that year would be expected to 
exceed the maximum permissible pesticide residue level for that fruit. 


                                                                                                                     
40AMS does not sample each commodity in each year. Therefore, the 3 most recent years 
for one commodity may not match the 3 most recent years for other commodities. The 3 
most recent years of testing from 1998 through 2012 are shown in table 19 in appendix III.  
41We estimate that the approximate margin of error was less than plus or minus 5 
percentage points.  
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Table 1: Presumptive Tolerance Violation Rates for 10 Selected Commodities, Based on Agricultural Marketing Service (AMS) 
Data, Three Most Recent Years With Data Available for Each Commodity 


Commodity 


Third most 
recent year in 


which samples 
were taken 


Violation rate 
(percentage) 


in that year 


Second most 
recent year in 


which samples 
were taken 


Violation rate 
(percentage) 


in that year 


Most recent 
year in which 


samples 
were taken  


Violation rate 
(percentage) 


in that year 
Apples  2001 0.14% 2004 1.81% 2010 1.34% 
Bananas  2002 1.38% 2006 4.45% 2012 0.00% 
Broccoli 2001 0.56% 2002 0.41% 2007 4.76% 
Cantaloupe 1999 2.53% 2004 0.67% 2011 0.14% 
Green beans 2000 1.67% 2004 13.99% 2008 3.10% 
Lettuce 2000 0.27% 2005 17.77% 2010 2.96% 
Peaches 2001 15.31% 2007 9.19% 2008 9.09% 
Pears 1998 19.47% 2004 6.88% 2010 0.94% 
Potatoes 2001 1.09%  2002 2.16% 2009 2.28% 
Sweet bell peppers 2000 3.52% 2003 3.51% 2010 1.34% 


Source: GAO analysis of AMS Pesticide Data Program data.  |  GAO-15-38 


Notes: The data indicate the percentage of samples with at least one violation for each of 3 years—
not necessarily consecutive—from 1998 to 2012. In most instances, samples that AMS reported as 
having presumptive tolerance violations had only one presumptive tolerance violation. Sample sizes 
ranged from 370 for potatoes in 2002 to 831 for cantaloupe in 1999. Most sample sizes were from 
720 to 740 per commodity. The margins of error for the violation rates for all 10 commodities were 
less than plus or minus 5 percentage points. 
 


Although FDA’s monitoring data from 2008 through 2012 show low 
pesticide residue violation rates across the 10 selected commodities we 
examined, FDA’s test results also show that certain foods other than the 
10 selected commodities had relatively high violation rates among the 
samples it tested. For example, in fiscal year 2011 (the most recent year 
for which the agency published its monitoring results), FDA reported 
violation rates among 24 imported food commodities that ranged from 10 
to 75 percent (see table 2).42 FDA analysis from other recent years also 
found other imported commodities with pesticide residue violation rates of 
at least 10 percent. For example, FDA found 13 such commodities in 
fiscal year 2007, 9 in 2008, 2 in 2009, and 15 in 2010.43


                                                                                                                     
42Commodities in this table had at least 20 samples analyzed and a violation rate of 10 
percent or higher or had a minimum of 3 violations and a violation rate of 10 percent or 
higher. 


 Because FDA 


43FDA published these data in its annual reports on pesticide monitoring. FDA did not 
publish this type of analysis of domestically grown foods. 
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collected these data for the purpose of compliance monitoring and 
enforcement, they represent the rate of violations that the agency 
detected through its targeted testing and are not valid estimates of the 
rate of violations in the foods that FDA regulates as they are not from 
statistically valid random samples. For example, if FDA tested targeted 
samples of apples because of the compliance history of apples, the rate 
of violations in those samples are not valid estimates of the rate of 
violations in all apples. 


Table 2: Imported Food Commodities Analyzed by FDA with a Violation Rate of 10 
Percent or Higher, Fiscal Year 2011 


Commodity 
Targeted samples 


analyzed (number) 


Violations 
identified 
(number) 


Violation rate 
(percentage) 


Ginseng 12 9 75.0% 
Capsicums (ground spice) 27 18 66.7% 
Prickle pear 11 5 45.5% 
Rice, basmati 13 5 38.5% 
Raisins 9 3 33.3% 
Bok choy 9 3 33.3% 
Cilantro 9 3 33.3% 
Papaya 69 20 29.0% 
Capsicums (whole spice) 32 9 28.1% 
Pear 18 5 27.8% 
Tea 15 4 26.7% 
Tea, chamomile 14 3 21.4% 
Spinach 52 9 17.3% 
Olives 24 4 16.7% 
Serrano pepper 24 4 16.7% 
Sweet potato 26 4 15.4% 
Tomatillo 31 4 12.9% 
Jalapeno pepper 120 15 12.5% 
String beans 41 5 12.2% 
Blackberries 68 8 11.8% 
Red beet 48 5 10.4% 
Leek  29 3 10.3% 
Choyote 20 2 10.0% 
Kale 20 2 10.0% 


Source: FDA’s annual report of its 2011 pesticide monitoring program.  |  GAO-15-38 
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Note: As of June 2014, the most recent year for which FDA had published an annual report 
containing this type of analysis of its test results was 2011. Commodities in this table had at least 20 
samples analyzed and a violation rate of 10 percent or higher or had a minimum of 3 violations and a 
violation rate of 10 percent or higher. Caution should be used when interpreting rates based on a 
small number of samples (i.e., with a small denominator). For example, FDA took nine samples of 
raisins in 2011, and the violation rate of 33.3 percent would have changed by more than 10 
percentage points if FDA had found one violation more or one less in the sample. 
 


According to FDA’s 2011 monitoring report, the commodities identified in 
table 2 may warrant special monitoring attention in the future because of 
the number or percent of violations detected in 2011. FDA also stated in 
its monitoring report that it typically uses multiple years of data as the 
basis for instructing field offices to increase their sampling of commodities 
that have a history of violations. At the same time, FDA noted that its 
pesticide residue monitoring program should not be viewed as random or 
statistical, meaning that the data presented in table 2 are not necessarily 
indicative of actual violation rates for those commodities. 


 
FDA’s current monitoring approach has limitations that affect the agency’s 
ability to detect pesticide residue violations. FDA takes relatively few 
targeted domestic and imported samples to test for pesticide residues. 
Additionally, FDA does not test for several widely used pesticides that 
have established tolerances for many commodities, meaning that it is 
unable to detect violations of those tolerances. Moreover, it is not clear to 
what extent FDA’s recently implemented targeting tool for imported 
foods—PREDICT—helps the agency identify foods most likely to have 
pesticide residue violations. 


The number of food samples FDA has tested for pesticide residues in 
recent years has been considerably smaller than what the agency tested 
in the early 1990s. FDA attributes this decrease in targeted samples, at 
least in part, to an increase in its testing for other types of contaminants, 
such as microbiological pathogens. In fiscal year 1993, FDA analyzed 
over 12,000 domestic and imported food samples for pesticide residues. 
That number declined in the subsequent years, reaching a low of about 
5,000 in fiscal year 2008 followed by a small increase as of fiscal year 
2012. Most of that decrease can be attributed to a reduction in the 
number of domestic food samples selected for testing. In the early to mid-
1990s, FDA tested domestic and imported foods in roughly equal 
numbers. Throughout this period (i.e., fiscal years 1993 through 2012), 
the number of imported samples FDA tested for generally fluctuated from 
about 4,000 to about 7,000, while the number of domestic samples has 
declined from almost 6,000 to less than 1,200 (see fig. 4). 


FDA’s Approach for 
Detecting Pesticide 
Residue Violations Has 
Limitations 


FDA Takes Relatively Few 
Targeted Samples 
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Figure 4: Total Number of Targeted Samples of Domestic and Imported Foods Tested for Pesticide Residues by FDA, Fiscal 
Years 1993 through 2012 


 
 
FDA’s targeted samples of imported and domestic foods likely represent 
a very small percentage of all foods that the agency regulates. For 
example, according to agency data for calendar year 2012, FDA tested 
4,600 samples for pesticide residues—less than one-tenth of 1 percent—
of the more than 9.7 million entry lines of imported foods that came 
through U.S. ports.44


                                                                                                                     
44An entry line is a unique shipment or lot of a particular food by a particular shipper 
offered for admission into U.S. commerce at a particular place in time. FDA provided us 
data on imported entry lines of foods sampled in calendar year 2012 rather than fiscal 
year 2012 to assist our analysis of the agency’s first full year of using PREDICT.    


 This equates to approximately 1 test out of every 
2,100 entry lines. Likewise, FDA’s samples of domestic foods likely 
represent a very small percentage of all domestic foods it regulates. In 
2012, FDA tested 1,167 domestic samples for pesticide residue. 
However, these samples likely represented a smaller proportion of the 
domestic food supply than did the agency’s samples of the imported food 
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supply for 2012. This is because (1) most of the U.S. food supply is 
domestic and (2) FDA took about one-quarter as many domestic samples 
as imported samples in 2012. According to its recent annual reports, FDA 
has placed a greater emphasis on testing imported foods because it has 
found a higher percentage of imported samples with violations. Because 
FDA’s sampling data are targeted and do not represent all foods that the 
agency regulates, it is not possible to use FDA’s data to estimate how 
much of the foods it regulates contain violative levels of pesticides. As 
described above, however, AMS data (shown in table 1) on the presence 
of presumptive tolerance violations among the 10 commodities we 
reviewed indicate that, for some commodities, the frequency of violations 
that FDA does not detect could be relatively high. 


The multiresidue methods FDA uses to test commodities for pesticide 
residues cannot detect all pesticides with established tolerances, 
including six of the most commonly used pesticides in the United States, 
but the agency does not disclose pesticides that it does not test for, 
including these six. FDA is not required by law or regulation to select 
particular commodities for sampling or test for specific pesticides, but best 
practices in survey research, such as practices in OMB standards for 
designing and releasing to the public information concerning a data 
collection effort, call for, among other things, disclosure of conceptual 
limitations that could affect survey results. According to FDA’s 2011 
annual monitoring report, the agency’s testing methods are able to detect 
the majority of the approximately 400 pesticides with established 
tolerances, as well as others without established tolerances, but certain 
commonly used pesticides that have established tolerances must be 
detected using selective residue testing methods that target the particular 
pesticide.45


                                                                                                                     
45In its 2011 summary of its monitoring program, FDA reported that it was able to detect 
500 pesticides, including pesticides for which EPA had not established a tolerance. 
Pesticides that have established tolerance levels are registered for use on certain 
commodities. 


 However, according to FDA officials, the agency does not 
regularly use selective residue testing methods because of their cost. 
Therefore, while there is no requirement that FDA test for all pesticides, 
and increasing the scope of its testing would require additional resources, 
FDA does not know the full extent to which tested commodities comply 
with established tolerances because the agency’s testing methods cannot 
detect all pesticides with tolerances. 


FDA Does Not Disclose That It 
Does Not Test for Several 
Commonly Used Pesticides 
with Established Tolerance 
Levels in Foods 
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We identified 6 pesticides that were among the 25 most commonly used 
pesticides in 2001, 2003, 2005, and 2007,46 but that FDA has rarely, if 
ever, tested for in its regulatory monitoring program since 1993 because 
they generally require selective residue testing.47 FDA does not disclose 
in its annual monitoring reports that it does not test for these pesticides. 
These 6 pesticides are glyphosate, 2,4-D, MCPA,48


• Glyphosate: According to a 2011 EPA report, glyphosate was the 
most commonly used agricultural pesticide in the United States in 
2001, 2003, 2005, and 2007. Glyphosate is widely used on several 
major crops, particularly those that have been genetically engineered 
to tolerate it, such as corn and soybeans. EPA has established 
tolerances for glyphosate on over 170 food commodities. An official 
from EPA’s Office of Pesticide Programs said that EPA asked AMS to 
conduct a onetime study of glyphosate residue, despite the costs, 
because FDA was not testing for it, it had widespread use, and likely 
widespread human exposure given the crops for which it was 
registered. Consequently, in 2011, a USDA laboratory tested 300 
soybean samples for glyphosate and its metabolite, 
aminomethylphosphonic acid. USDA detected glyphosate residues in 
about 90 percent of the 300 soybean samples and the glyphosate 
metabolite in over 95 percent of the samples. The largest 
concentration of glyphosate USDA detected was 18.5 parts per 
million; thus, close to but not exceeding the tolerance of 20 parts per 
million. FDA officials cited two reasons FDA does not test for the 
herbicide. First, officials stated that glyphosate levels, if present in 
genetically engineered corn and soybeans, are likely to be reduced by 
the processing done to those foods. Second, according to FDA, the 
total start-up cost to implement selective residue methods for 
glyphosate at its six testing laboratories would be approximately $5 
million. FDA officials stated the agency is evaluating the extent of the 
use of genetically engineered crops for human foods to determine 


 mancozeb, paraquat, 
and methyl bromide, all of which are registered for use on food or animal 
feed and have established tolerances. 


                                                                                                                     
46EPA, Pesticides Industry Sales and Usage: 2006 and 2007 Market Estimates, Biological 
and Economic Analysis Division, Office of Pesticide Programs, Office of Chemical Safety 
and Pollution Prevention, Washington, D.C. 20460 (February 2011).  
47FDA tests commodities for the other 19 most commonly used pesticides.  
48MCPA is an abbreviation for 4-chloro-2-methylphenoxy acetic acid.  
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whether glyphosate should be added to its pesticide residue 
monitoring program. 
 


• 2,4-D and MCPA: FDA officials stated that, while the agency does not 
test for the pesticides 2,4-D and MCPA in its pesticide monitoring 
program, it does test for them in its Total Diet Study. EPA has 
established tolerances for both pesticides for dozens of food or animal 
feed commodities. According to agency officials, its Total Diet Study 
testing has never detected MCPA, but the agency has detected 2,4-D 
at low levels (below 5 parts per billion) in selected food items. 
However, as has occurred with glyphosate, the use of 2,4-D may 
increase if USDA deregulates the production of corn and soybeans 
genetically engineered to tolerate being sprayed with this herbicide.49 
According to FDA officials, testing for 2,4-D would also require a 
selective residue method that would cost approximately $5 million to 
implement throughout its laboratories. FDA officials stated the agency 
is evaluating the extent of the use of genetically engineered crops for 
human foods to determine whether 2,4-D should be added to its 
pesticide residue monitoring program. AMS’s Pesticide Data Program 
rarely tested foods for 2,4-D or MCPA from 1998 through 2012.50


 
 


• Mancozeb and paraquat: FDA has not tested samples for the 
fungicide mancozeb or the herbicide paraquat, each of which would 
require selective residue testing. In explaining its reasons for not 
testing, FDA said that mancozeb degrades quickly and residues on 
food would likely be very low, and referred to an EPA assessment that 
paraquat posed minimal dietary risk. However, mancozeb has 
established tolerances for over 75 commodities, and paraquat has 
established tolerances for over 110 commodities. AMS’s Pesticide 
Data Program did not test foods for mancozeb or paraquat from 1998 
through 2012. 
 


• Methyl bromide: FDA explained that it does not test for methyl 
bromide because it is a fumigant injected into the soil that dissipates 
or degrades before crops are planted and therefore, no residues 


                                                                                                                     
49As of June 2014, USDA was conducting a regulatory review of corn and soybean crops 
engineered to tolerate 2,4-D to determine whether they can be sold without regulation. 
Also, as of June 2014, EPA was conducting risk assessments to decide upon the approval 
of the proposed new uses of 2,4-D. 
50AMS tested milk and grapes for 2,4-D and MCPA in 1998 and 2009, respectively.   
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would be expected in foods. However, methyl bromide also is used on 
crops in postharvest applications, and EPA has established 
tolerances for postharvest uses of the fumigant on about 90 
commodities. AMS’s Pesticide Data Program did not test foods for 
methyl bromide from 1998 through 2012. 


Although FDA’s last four annual monitoring reports state that the agency 
tests for the majority of pesticides with established tolerances, the reports 
do not disclose the pesticides with tolerances that the agency does not 
test for in its monitoring program. These annual monitoring reports 
identify the pesticides that the agency is capable of detecting in its 
monitoring program but do not identify which pesticides with tolerances it 
does not test for and the potential effect that not testing for those 
pesticides could have on its detection of violations, namely not detecting 
violations of those pesticides’ tolerances. However, guidance from OMB 
directs agencies to meet certain standards when designing and releasing 
to the public information concerning a data collection effort—such as 
FDA’s pesticide monitoring program—to help ensure and maximize the 
usefulness of information disseminated by the federal government.51


                                                                                                                     
51OMB, Standards and Guidelines for Statistical Surveys (September 2006). Although 
FDA’s targeted samples are not intended to produce results with which to generalize, FDA 
uses and reports its targeted sampling data for statistical purposes. For example, it uses 
these data in deciding which future shipments or foods to target for monitoring, and it 
publishes these data in its annual monitoring reports. Therefore, OMB standards about 
presenting results and data are relevant to FDA’s data collection effort.  


 For 
example, OMB directs agencies to produce survey documentation that 
includes those materials necessary to understand how to properly 
analyze data from each survey. Without awareness of this limitation (i.e., 
not disclosing the pesticides that have tolerances for which FDA does not 
test), users of the annual monitoring reports may not have accurate 
information and may misinterpret the results of the program, which, by not 
testing for certain pesticides, may be identifying fewer violations than 
occur. 
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Even as it has decreased the scope of its monitoring, in December 2011, 
FDA implemented PREDICT—a tool intended to improve import 
screening and targeting to prevent the entry of adulterated, misbranded, 
or otherwise violative goods. However, after the first full year of use in 
2012, it was not clear what effect the tool has had on FDA’s ability to 
identify foods at high risk of having pesticide residue violations.52 
According to FDA officials, the agency’s employees do not rely solely on 
the risk information presented by PREDICT but can use their own 
judgment, or may be directed by FDA headquarters to inspect products 
that do not have high-risk scores.53


PREDICT generates a numerical risk score for each imported entry line 
based on the compliance history of the manufacturer, shipper, importer, 
consignee, and country of origin, as well as inherent health, safety, and 
other product-related variables. PREDICT ranks the risk score relative to 
all other scores generated in the previous 30 days. Entry lines with scores 
that are below the 60th percentile and not otherwise flagged may proceed 
into domestic commerce without further review. Entry lines with scores 
that are at or above the 60th percentile or otherwise flagged are held for 
review for an admissibility decision. An inspector then reviews this 
information, obtains additional documentation, if needed, and decides 
which lines to target for examination or sampling. 


 


According to FDA officials, factors that inspectors consider when deciding 
whether to test a product other than the PREDICT risk score could 
include (1) knowledge of the compliance history of the firm or product that 
is not otherwise captured in the data systems accessed by PREDICT; (2) 
whether FDA had asked districts to target specific products for sampling 


                                                                                                                     
52We reported in September 2009 that FDA planned to begin deploying PREDICT on a 
district-by-district basis at all ports and for all FDA-regulated products (e.g., food, drugs, 
and medical devices) in September 2009 over a 6-week period. (See GAO-09-873. In 
March 2012, as part of a review of major FDA data systems, we noted that FDA fully 
deployed PREDICT at the end of December 2011. See GAO, Information Technology: 
FDA Needs to Fully Implement Key Management Practices to Lessen Modernization 
Risks, GAO-12-346 (Washington, D.C.: Mar. 15, 2012). 
53According to FDA officials, entry reviewers are FDA employees trained to evaluate 
PREDICT scoring of imported shipments and verify the requirements for FDA-regulated 
products. After conducting the initial entry review, the entry reviewer forwards entries 
selected for further evaluation to the Investigations Branch where FDA inspectors 
coordinate the examination and sampling of selected shipments. 


The Effect of FDA’s Targeting 
Tool on the Agency’s Ability to 
Identify Foods at High Risk of 
Pesticide Residue Violations Is 
Unclear 



http://www.gao.gov/products/GAO-09-873�

http://www.gao.gov/products/GAO-12-346�
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based on recent information about a product’s known risk;54 (3) FDA’s 
pesticide program work plan;55


Because FDA’s import sampling decisions are made on the basis of 
multiple sources of information (e.g., the inspector’s judgment or specific 
direction from FDA headquarters) and not simply the PREDICT risk 
score, inspectors may select products for testing that do not have high 
risk scores. In 2012, over 9.7 million imported food entry lines entered the 
country. In general, FDA was more likely to select for testing those entry 
lines that had higher risk scores. For example, FDA tested 0.23 percent of 
the entry lines in the 90th percentile rank versus 0.01 percent of the entry 
lines in the 10th percentile. Overall, however, a cumulative total of about 
25 percent of the entry lines tested in 2012 had risk scores below the 60th 
percentile (see table 3 for details). 


 (4) staff or equipment availability in the 
district and laboratories; and (5) other relevant information. However, 
FDA officials said that it was impossible to identify each inspector’s 
rationale for selecting each individual product for sampling. 


  


                                                                                                                     
54Such direction to districts to target specific products for sampling could include those 
with a high percentage of violations among tested samples in the past, such as targeted 
samples of ginseng, which, as shown in table 2, had a 75 percent violation rate in 2011.  
55In 2009 and 2010, for example, FDA sent to its field offices a domestic and import 
sample collection schedule for the fiscal year. The schedules targeted specific foods, 
farms (for domestic), and countries (for imports) with a known history of illegal pesticide 
residues. 
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Table 3: FDA’s Predictive Risk-based Evaluation for Dynamic Import Compliance Targeting (PREDICT) Scoring for Imported 
Food Entry Lines, Sampling Data, and Violation Rates in 2012 


Percentile 
rank Entry lines 


Entry 
lines sampled 


Cumulative 
percentage 


of entry 
lines sampled 


Percentage 
of entry 


lines sampled 
Violative 


entry lines 


Violative entry 
lines as a 


percentage 
of entry 


lines sampled 
0-9 2,164,855 214 4.7% 0.01% 9 4.2%  
10-19 1,360,608 204 9.1% 0.01% 11 5.4%  
20-29 1,175,780 193 13.3% 0.02% 18 9.3%  
30-39 1,020,458 165 16.9% 0.02% 10 6.1%  
40-49 772,975 163 20.4% 0.02% 14 8.6%  
50-59 613,174 192 24.6% 0.03% 23 12.0% 
60-69 723,304 614 38.0% 0.09% 43 7.0%  
70-79 981,812 1,102 61.9% 0.11% 99 9.0%  
80-89 409,475 577 74.4% 0.14% 43 7.5%  
90-100 503,616 1,171 99.9% 0.23% 132 11.3% 
No score 21,896 a 5 100.0% 0.02% 3 60.0%
Total 


b 
9,747,953 4,600 100.0% 0.05% 405 8.8%  


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: An entry line is a unique shipment of imported products or items offered for admission into U.S. 
commerce. 
aFDA did not have PREDICT scores for all entry lines of imported foods in 2012. 
b


 


Rates based on a small number of samples (i.e., with a small denominator) may be less precise than 
rates based on a large number of samples. The percentile rank category of “no score” had five 
samples, and the violation rate of 60 percent would have changed by more than 20 percent if FDA 
had found one more or one less violation. 


FDA’s test results from 2012 show that, in some instances, the decisions 
of inspectors to test entry lines that had low-risk scores were justified 
when the agency found violations. However, high violation rates did not 
necessarily correspond with high-risk scores generated by PREDICT 
among the entry lines that FDA tested. FDA took a total of 4,600 samples 
of imported food entry lines in 2012, of which 405, or 8.8 percent, were 
violative because they contained pesticide residues in excess of 
established tolerance levels or for which no tolerance had been 
established. Although results cannot be generalized beyond FDA’s 
PREDICT sample without a statistically valid, representative sample and 
it is difficult to reliably assess the relationship between PREDICT scores 
and violation rates without such a sample and, while this was the first 
year of PREDICT’s implementation, FDA data show an inconsistent 
relationship between PREDICT scores and violation rates among the 
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sample of shipments that were tested. As depicted in table 3, the entry 
lines with the highest violation rate (12.0 percent) had risk scores in the 
50th to 59th percentile and entry lines with the third highest violation rate 
(9.3 percent) had scores in the 20th to 29th percentile. Entry lines with 
risk scores in the 90th to 100th percentile had the second highest 
violation rate (11.3 percent). FDA data further show that the samples the 
agency tested with PREDICT scores below the 60th percentile had an 
overall violation rate (7.5 percent)56 that was similar to the rate for entry 
lines with scores at or above the 60th percentile (9.2 percent).57


In addition, FDA did not test the vast majority of entry lines that had the 
highest PREDICT risk scores. In 2012, over 2.6 million entry lines scored 
above the 60th percentile, meaning that there was enough concern about 
these lines that FDA did not automatically allow them to proceed into 
commerce. Of those, FDA tested samples from 3,464 and did not test 
more than 500,000 of the 503,616 entry lines that had risk scores in the 
90th to 100th percentile. This indicates that even if a system such as 
PREDICT is able to accurately identify high-risk foods, FDA’s monitoring 
program is only capable of testing a small percentage of those foods for 
violations. FDA acknowledges that it is able to physically examine only a 
small percentage of imports and states that it is essential that screening 
and targeting be as effective as possible. 


 This 
could suggest that PREDICT inconsistently identified entry lines with 
violations or it could suggest that factors other than PREDICT caused the 
agency to test entry lines that were at risk of a violation in spite of their 
lower PREDICT scores, or both. To reliably assess the effectiveness of 
PREDICT, therefore, the agency would need a statistically valid, 
representative sample of entry lines. 


All 4,600 of the samples FDA tested in 2012 could have been selected 
from the more than 500,000 entry lines with a PREDICT risk score in the 
90th to 100th percentile. However, FDA officials stated that there are 
several practical reasons why an inspector may not physically inspect and 
test a particular product falling within the highest percentile rank. For 


                                                                                                                     
56The overall violation rate for entry lines below the 60th percentile (7.5) is found by 
dividing the total number of violations (85) by the total number of entry lines sampled 
(1,131). 
57The overall violation rate for entry lines in the 60th percentile and above (9.2) is found by 
dividing the total number of violations (317) by the total number of entry lines sampled 
(3,464).  
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example, a perishable product might cross a port of entry that temporarily 
lacks an available inspector. In addition, an inspector may not test a 
product with the highest percentile rank if the product already was subject 
to an Import Alert and could be detained without physical examination, or 
because the district recently tested a shipment of the same product from 
the same grower and found no violations. According to FDA officials, 
constraints on inspection staff and laboratory resources may also affect 
whether a product is tested. 


FDA officials said that they were aware of the inconsistent relationship 
between PREDICT scores and detected violations in 2012 and were 
examining the issue in an ongoing, systemwide evaluation of PREDICT. 
In early 2013, FDA began an internal evaluation of PREDICT’s overall 
effectiveness at identifying high-risk imported products; that effort was still 
ongoing as of July 2014. However, FDA’s evaluation of PREDICT’s 
effectiveness at targeting violative food products is hindered without 
having a statistically valid sample of foods that FDA regulates and that 
would serve as a baseline with which to compare PREDICT’s results. 
OMB’s standards on the professional principles and practices that federal 
agencies are directed to adhere to in all statistical activities58 state that 
agencies must use generally accepted statistical methods, such as a 
probabilistic method that can provide estimates of sampling error, or 
justify statistically a nonprobability method that can measure the 
estimation error.59


                                                                                                                     
58OMB, Standards and Guidelines for Statistical Surveys (September 2006). In part, this 
guidance directs that agency survey designs use generally accepted statistical methods, 
such as probabilistic methods that can provide estimates of sampling error. Any use of 
nonprobability sampling methods must be justified statistically and be able to measure 
estimation error.   


 FDA’s written plan for conducting its evaluation of 
PREDICT does not call for the agency to collect a statistically valid 
sample on the frequency of pesticide residue violations or provide the 
requisite justification. As discussed later in this report, according to FDA 
officials, calculating national estimates of pesticide violations for the entire 
food supply it regulates would be very expensive. However, without a 
statistically valid sample that would enable the agency to assess the 
reliability of PREDICT risk scores to indicate the presence of violations, 
FDA cannot derive a reliable estimate of the rate at which PREDICT is 


59According to the OMB standards, the size and design of the sample must reflect the 
level of detail needed in tabulations and other data products, and the precision required of 
key estimates.  
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effectively identifying imported foods that contain violative levels of 
pesticide residues. Furthermore, because FDA uses PREDICT to identify 
risks among a wide range of products—not limited to foods—it is not clear 
the extent to which the scope of FDA’s evaluation will enable it to address 
the effectiveness of PREDICT regarding pesticides specifically. 


 
In addition to the limitations in FDA’s risk-based, targeted compliance and 
enforcement monitoring described above, FDA’s monitoring program 
focuses on testing foods that have been targeted as part of monitoring for 
compliance and enforcement to the exclusion of determining the 
incidence and level of pesticide residues in domestic and imported foods. 
However, according to FDA’s Compliance Program Guidance Manual, 
another of the agency’s objectives is to determine the incidence and level 
of pesticide residues in domestic and imported foods. As we stated 
earlier, OMB standards provide guidance to agencies seeking to make 
estimates about populations, such as the incidence and level of pesticide 
residues in food.60 Those standards state that agencies must select 
samples using generally accepted statistical methods, such as methods 
of probability sampling that can provide estimates of sampling error,61


                                                                                                                     
60OMB, Standards and Guidelines for Statistical Surveys (September 2006). 


 and 
any method that uses nonprobability sampling must be justified 
statistically and be able to measure estimation error. In addition, the size 
and design of the survey must reflect the precision required of key 
estimates. The OMB standards also address how agencies are to release 
information to the public, including information on limitations in the survey 
methodology. Determining the sufficient size and design of the sample 
would depend on what FDA wanted to know. If, for example, the agency 
wanted to know incidence and level of pesticide residues across all 
domestic and imported foods, it would need to design statistically valid 
random samples of those two broad categories of foods. If, on the other 
hand, FDA wanted to know about residue levels within particular 
commodities, it would need to design a survey of random samples of 
those commodities that meets statistical standards. FDA is not currently 
taking either of these approaches in its regulatory monitoring program. 
Finally, FDA’s ability to evaluate the effectiveness of its targeted 


61Sampling error refers to the variation in estimates from sample to sample due to 
sampling alone. Sampling error can often be reduced by drawing larger samples or using 
efficient sample design and analytical methods. 


FDA Does Not Use 
Statistically Valid Methods 
to Gather Residue 
Incidence and Level Data 
for Its Pesticide Monitoring 
Program 
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monitoring program (i.e., enforce pesticide residue tolerances in foods 
established by EPA) is limited because it has not determined the 
incidence and level of pesticide residues in the foods it regulates against 
which it can compare the results of its targeted compliance and 
enforcement monitoring. 


In the early 1990s, FDA used statistically based samples of apples, 
pears, rice, and tomatoes to estimate the incidence and level of pesticide 
residues in those commodities. In each case, the agency took over 1,200 
samples covering domestic and imported sources of the four 
commodities. Recent annual FDA monitoring reports indicate that the 
agency has not repeated this type of analysis because of resource 
constraints. In addition, to produce estimates for specific commodities in 
which it could be 95 percent confident, FDA documents have stated that 
the agency would need at least 800 imported and 800 domestic samples 
of each. Without designing and implementing a statistically valid sampling 
approach that would enable it to gather nationally representative 
incidence and level data for both domestically produced and imported 
foods, FDA is less able to determine the safety of the U.S. food supply 
and provide the users of its annual pesticide monitoring reports with 
reliable national estimates of the rate at which foods FDA regulates 
contain violative levels of pesticides. FDA officials said that calculating 
national estimates for the entire food supply it regulates would be very 
expensive because it would require a large number of samples for a wide 
array of products. The officials, however, did not provide estimates or 
documentation on the cost of a statistically valid sampling approach or 
whether they had assessed the trade-offs of doing less risk-based 
targeting and more random sampling. 


FDA’s focus on testing commodities that have been targeted as part of 
monitoring for compliance and enforcement to the exclusion of 
determining the incidence and level of pesticide residues in domestic and 
imported foods limits the agency’s ability to make valid statements about 
violation rates for domestic and imported foods. FDA has stated in annual 
monitoring reports that imported foods it tested were more likely to have 
pesticide residue violations than domestic foods it tested. For example, in 
its summary of fiscal year 2011 test data, FDA stated that it found 
violative residues in 7.1 percent of the imported products it tested and 1.6 
percent of the domestic products. For fiscal year 2010, FDA reported 
violative residues in 4.9 percent of imported products it tested and 1.9 
percent of domestic products, and the rates were 4.0 and 1.4 for imported 
and domestic products it tested, respectively, in fiscal year 2009. FDA 
also reported the violation rates it found within certain categories of food; 
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namely, grains, fruits, vegetables, dairy, fish, and “other.” For example, in 
2011, FDA stated that the violation rate for domestic fruits it tested was 
2.4 percent, and the rate for imported fruits was 6.9 percent. In making 
these statements, FDA considered both types of violations—those in 
which an established tolerance was exceeded and those in which a 
pesticide without an established tolerance was detected. 


Determining whether these differences in violation rates represent 
underlying differences between domestic and imported commodities, 
however, is complicated by the fact that FDA does not collect data on 
violations using statistically valid samples, as described above. Therefore, 
based on standard statistical principles, it would not be valid or reliable to 
infer from the data that FDA collects through its targeted monitoring that 
imported commodities are more violative overall. These statistical 
principles suggest that it would be more valid to compare violation rates 
for a given commodity for imports to the same commodity for domestics—
that is, an apples-to-apples comparison if violation rates are suspected to 
differ by commodity. Regardless, such a comparison would examine 
domestic and imported samples, whether by commodity or overall, 
selected in a statistically valid manner with sample sizes that are large 
enough and balanced enough to yield high levels of statistical confidence. 
The relatively small number of samples taken by FDA’s monitoring 
program means that few, if any, commodities meet the sample size 
criteria in a single year, and no commodities were selected in the 
statistically valid method described above. 


FDA’s ability to evaluate how effectively its monitoring program detects 
and intercepts violative foods is also limited by the fact that it does not 
gather incidence and level data in a statistically valid manner, but only 
through a targeted sampling approach. The control activities standard 
under the federal standards for internal control call for agency 
management at the functional or activity level to compare actual 
performance with planned or expected results and analyze significant 
differences.62


                                                                                                                     
62GAO, Standards for Internal Control in the Federal Government, 


 However, as discussed, FDA’s pesticide monitoring 
program does not collect nationally representative data on the overall or 
commodity level rate of pesticide residue violations within the domestic 
and imported food supplies. As a result, FDA does not have 


GAO/AIMD-00-21.3.1 
(Washington, D.C.: November 1999).  
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representative data on such violations with which to compare the rate of 
violations detected through targeted pesticide monitoring. Depending on 
its level of precision, nationally representative data could also help FDA 
identify domestic or imported foods that are at a high risk of violating 
pesticide tolerances. 


In addition to its targeted pesticide monitoring program, according to FDA 
reports, there are two sources of data on the overall incidence and level 
of pesticide residue in foods that FDA can use to quantify the presence of 
pesticide residue violations. However, these sources—FDA’s Total Diet 
Study and AMS’s Pesticide Data Program—have characteristics that 
affect their use in evaluating the effectiveness of FDA’s targeted pesticide 
monitoring program. According to FDA, by its design, the Total Diet Study 
serves as an early warning system and is capable of detecting many 
more pesticide residues and at much greater sensitivity when compared 
with FDA’s regulatory monitoring program. FDA’s reports also state the 
agency relies on data from the Pesticide Data Program, which collects 
residue data on 20 to 30 commodities every year, with an emphasis on 
highly consumed commodities. Through December 2013, the program 
had gathered data on more than 90 commodities. And, in comparison to 
FDA’s regulatory monitoring program, AMS’s Pesticide Data Program is 
able to take considerably larger sample sizes. 


While these two sources of data can help FDA identify emerging pesticide 
residue problems, because of their sampling methodologies, neither study 
can be used to directly and reliably evaluate the effectiveness of FDA’s 
monitoring program across the domestic and imported food supplies. 
Although the Total Diet Study takes samples from a wide range of foods 
(i.e., over 270 different items composited from samples collected from 
three different cities), each study is only conducted four times each year. 
Therefore, specific foods are sampled only four times per year. The 
Pesticide Data Program tests large sample sizes but takes samples from 
relatively few commodities each year. In addition, both studies may first 
wash or peel foods before testing, simulating typical consumer handling. 
The Total Diet Study cooks some foods, including prepared foods 
containing multiple ingredients. These steps could reduce the detected 
concentration of pesticides. Without representative data on the presence 
of pesticide residue violations throughout the food supply, FDA cannot 
reliably evaluate the extent to which its monitoring program detects and 
intercepts violations at a rate greater than random chance. 
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Data from FSIS’s National Residue Program for meat, poultry, and egg 
products (animal products) show a low rate of pesticide residue violations 
from 2000 through 2011. However, FSIS’s approach for detecting 
violations during that period had limitations because the agency did not 
test these products for all pesticides with an established tolerance, and 
FSIS did not disclose those limitations in its annual pesticide monitoring 
reports. In addition, over that period, FSIS reduced the frequency with 
which it tested animal products for residues, a reduction in both the 
number of samples taken in a particular year and in the types of animal 
products tested. In 2011, in response to a USDA Office of Inspector 
General report, FSIS increased the number of pesticides that it tests for. 
In addition, according to agency officials, FSIS and EPA reached an 
informal agreement in May 2014 on changes to the National Residue 
Program that the agencies expect will make the data for residues in beef, 
pork, and poultry more useful for EPA in assessing potential dietary 
exposure and in determining pesticide risks to human health. 


 
FSIS found a total of 30 pesticide residue violations out of nearly 55,000 
random samples of domestic and imported meat, poultry, and processed 
egg products from 2000 through 2011.63 In 3 of the 12 years we reviewed, 
FSIS found no pesticide violations, while in the other 9 years, it found 
from 1 to 8 violations. In each year in which it found violations, FSIS 
found them in far less than 1 percent of the animal products it tested. The 
30 violations that FSIS found were distributed across 12 types of animal 
products known as production classes.64


                                                                                                                     
63All but 3 of the pesticide violations were in domestic products. The National Residue 
Program also occasionally found violations for other environmental contaminants, such as 
fire retardants, during this time period. In addition, the program found violative amounts of 
animal drugs such as antibiotics. 


 The production class with the 
greatest number of violations was boars/stags, with 13 violations for five 
different pesticides. All other production classes had 2 or fewer violations. 


64Overall, FSIS tested 28 animal product types, or production classes; each production 
class was tested at least once during the period 2000 through 2011. They include horses, 
bulls, beef cows, dairy cows, heifers, steers, bison, bob veal, formula-fed veal, non-
formula-fed veal, heavy calves, mature sheep, lambs, goats, market hogs, boars/stags, 
sows, roaster pigs, young chickens, mature chickens, young turkeys, mature turkeys, 
ducks, geese, ratites (which include ostrich and emu), squabs, rabbits, and processed egg 
products. 


FSIS Data for 2000 
through 2011 Show 
Low Pesticide 
Residue Violation 
Rates for Meat, 
Poultry, and 
Processed Egg 
Products, but FSIS 
Did Not Disclose 
Limitations in the 
Data 


FSIS’s National Residue 
Program Data for 2000 
through 2011 Showed Low 
Violation Rates in Meat, 
Poultry, and Processed 
Egg Products, but 
Limitations in Its Data Are 
Not Disclosed 
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The 30 violations covered 14 separate pesticides for which FSIS found 
residues that either exceeded established tolerances or for which EPA 
had not established a tolerance.65 The most common violation, which 
FSIS found six times, was for hexachlorobenzene.66 According to EPA 
documents, hexachlorobenzene is no longer used but was commonly 
used into the 1960s as a pesticide, a fungicide, and for certain industrial 
purposes. It is still found in animal products because of its persistence in 
the environment. FSIS found other residue violations from 1 to 4 times 
from 2000 through 2011, including for the pesticides DDT67


FSIS also detected pesticides in some domestic and imported samples at 
levels that did not exceed established tolerances. The percentage of 
domestic samples with nonviolative detections declined over the time 
period we examined, from about 7 percent of about 7,500 samples in 
2000 to 0.2 percent of about 1,900 samples taken in 2011. For imported 
samples, the percentage with nonviolative detections also declined, from 
about 6 percent of about 750 samples taken in 2001 to no detections in 
about 300 samples taken in 2011. The pesticide most frequently detected 
at nonviolative levels or below action levels was DDT. For example, in 
2000, 371 of the 490 nonviolative detections in domestic products were of 
DDT. The decline in the rate of detections of pesticides at nonviolative or 
below action levels over this time period could be attributed to the 


 and chlordane 
that have been banned from use in the United States for about 40 years 
and 25 years, respectively, but are known to persist in the environment 
and can accumulate in plants ingested by animals. Although banned in 
the United States, DDT and chlordane may be used in other countries 
and, thus, have the potential to be in imported foods. While there is no 
EPA-established tolerance for DDT, EPA recommended an “action level” 
of 5 parts per million. EPA recommended an action level of 0.3 parts per 
million for chlordane. FSIS does not permit residues of DDT or chlordane 
above those levels. 


                                                                                                                     
65Seven of the 30 violations exceeded established tolerances, and 22 were violations for 
which there was no established tolerance. One violation was for a pesticide identified by 
FSIS as a “chlorinated hydrocarbon.” That term denotes a family of pesticides. We were 
not able to determine the specific name of the pesticide or whether it had an established 
tolerance. 
66The other 13 named pesticides FSIS found at violative levels were carbaryl, chlordane, 
chlorfenvinphos, coumaphos, DDT, dieldrin, ethion, heptachlor, lindane, methoxychlor, 
mirex, permethrin, and piperonyl butoxide. 
67DDT is the abbreviation for dichloro-diphenyl-trichloroethane. 
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possibility that persistent, but no longer used, pesticides such as DDT are 
less present in the environment. However, FSIS’s approach may have 
underestimated violations from 2000 through 2011 as the agency (1) did 
not test meat, poultry, and processed egg products for all pesticides with 
established tolerance levels and (2) generally reduced the animal 
production classes tested for pesticide residue. 


While FSIS’s National Residue Program found relatively few pesticide 
tolerance violations from 2000 through 2011, its multiresidue testing 
method did not test meat, poultry, and processed egg products for all 
pesticides that had an established EPA tolerance. Therefore, the 
pesticides it tested for did not represent the full range of pesticides that 
might come in contact with meat, poultry, and processed egg products 
through direct application or through animal feed. In addition, FSIS’s 
annual reports did not identify which pesticides with tolerances were not 
covered by the testing program. 


According to FSIS documents, from 2000 through 2010, the agency 
increased its testing from about 20 to about 42 pesticides each year. In 
2011, FSIS’s guidance for its pesticide testing program called for a further 
increase to 55 pesticides. According to FSIS officials, the agency 
increased the number of pesticides it tested for in response to a 
recommendation in a 2010 report by USDA’s Office of Inspector 
General68


  


 and requests from EPA’s Office of Pesticide Programs. With 
the increase, FSIS tested for 9 of the 18 pesticides that are registered for 
direct use on food animals (see table 4).  


                                                                                                                     
68FSIS National Residue Program for Cattle, USDA Office of Inspector General, Audit 
Report 24601-08-KC (Mar. 25, 2010). 


FSIS’s National Residue 
Program Did Not Test Meat, 
Poultry, and Processed Egg 
Products for All Pesticides with 
Established Tolerance Levels 
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Table 4: Pesticides with Tolerances for Direct Use on Food Animals in the Food 
Safety and Inspection Service’s (FSIS) August 2011, Pesticide Testing Guidance 


Name of pesticide with established 
tolerance and registered for direct use on food animals 


Included in FSIS’s 
2011 guidance for 
pesticide testing 


Abamectin No 
Amitraz No 
Carbaryl Yes 
Chlorpyrifos  Yes 
Coumaphos No 
Cyfluthrin No 
Cypermethrin Yes 
Diazinon No 
Dichlorvos Yes 
Diflubenzuron Yes 
Endosulfan Yes 
Lambda-Cyhalothrin Yes 
Malathion No 
Permethrin Yes 
Phosmet No 
Piperonyl butoxide Yes 
Pirimiphos-methyl No 
Pyrethrins No 


Sources: GAO analysis of EPA and FSIS documents.  |  GAO-15-38 


Note: The pesticides in this table were registered by EPA for direct animal use as of February 2014. 
 


In total, FSIS’s 2011 program tested for 38 of the 191 pesticides that have 
established tolerances for both direct and indirect use on animals. In 
addition, FSIS tested for 17 pesticides that do not have established 
tolerances in animal products, bringing the number in its testing program 
to 55. The 17 pesticides without tolerances include some that may have 
been used in the past but now are banned or restricted in the United 
States. As of February 2014, there were 191 pesticides for which EPA 
had established residue tolerances in meat, poultry, and processed egg 
products, including 18 pesticides that are registered for direct use on 
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animals that produce these foods.69


As is the case with FDA, FSIS is not required by law or regulation to test 
the foods it samples for specific pesticides. However, OMB’s standards 
for designing and releasing to the public information concerning a data 
collection effort also apply to FSIS’s National Residue Program. In that 
regard, FSIS’s annual reports do not meet OMB’s best practices for 
statistical surveys because the agency does not disclose the pesticides 
with tolerances for which it does not test or the potential effect that its 
selection of pesticides could have on its results. Similarly, FSIS does not 
disclose the potential bias associated with its selection of production 
classes for testing. Such disclosure would be consistent with OMB 
standards for reporting limitations relevant to a data collection effort. By 
not providing this information, FSIS does not disclose conceptual 
limitations associated with its survey. Without information on these 
limitations and measures of sampling error (margin of error), users of the 
agency’s annual monitoring reports may not have accurate information 
and may misinterpret the results of the program, which is identifying fewer 
violations for meat, poultry, and processed egg products than could 
occur. 


 Other pesticides are registered for 
use on animal feed, and EPA has established tolerances for the meat, 
poultry, and processed egg products of the animals that might consume 
that feed. 


                                                                                                                     
69We did not attempt to determine the number and identity of each pesticide with 
established EPA tolerances for meat, poultry, and processed egg products in each year 
from 2000 through 2011. Instead, we performed our analysis using data on tolerances 
from February 2014 and acknowledge that the more recent data may include pesticides 
with tolerances that were established after 2011. We requested help from EPA in 
identifying pesticides with established tolerances for animal products. In turn, EPA 
requested that a contractor that manages data on registered pesticides query its database 
to provide information on tolerances as of February 2014. We determined that it would be 
unreasonably burdensome to request that the contractor also search for tolerances 
established for animal products for each year from 2000 through 2011. The data do not 
account for pesticides with EPA established tolerances for goat or horse products. After 
reviewing EPA tolerance regulations, we found that there were no pesticides with 
tolerances for goat or horse that did not also have a tolerance for another animal product. 
In light of that information, we did not request a separate query for goat or horse products. 
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In light of other priorities, from 2000 through 2009, FSIS reduced the 
number of domestic and imported samples taken from over 8,000 per 
year to less than 1,900 before increasing samples to more than 2,100 in 
2010 and 2011.70


From 2000 through 2005, the agency tested as few as 19 to as many as 
28 domestic production classes per year. However, from 2006 through 
2011, FSIS tested 7 to 10 production classes per year. In addition, FSIS 
has not tested several production classes for pesticides for many years. 
For example, it has not tested ducks, geese, ratites (e.g., ostrich and 
emu), squabs, or rabbits since 2003, or young and mature turkeys and 
processed egg products since 2005. For the most part, the total U.S. 
consumption of these production classes is small; FSIS reports that all 
but young turkeys and processed egg products were each less than 1 
percent of total meat, poultry, and processed egg products consumed in 
2011.


 The number of samples that FSIS tests of a particular 
production class affects the precision with which it can project its results 
across all of that class. According to FSIS annual reports, in 2006, the 
agency’s goal was to test 230 to 300 samples from each production class 
to obtain results that were statistically meaningful. These reports indicate 
that testing sample sizes of 230 or 300 ensured FSIS a 90 percent or 95 
percent probability, respectively, of detecting chemical residue violations 
if the violation rate is equal to or greater than 1 percent in the population 
being sampled. From 2006 through 2011, even with the general decline in 
the overall number of samples, FSIS’s sample sizes for each production 
class tested generally exceeded 230. While FSIS did not decrease the 
sample size per production class, it did reduce the number of production 
classes it sampled. This led to a reduction in the total number of samples 
per year. 


71


                                                                                                                     
70FSIS continued to increase the number of samples it took after 2011, the end point of 
our analysis of violation data. In 2012, FSIS stated in its Residue Sampling Plan that it 
would increase its goal to 800 samples for each production class tested. FSIS explained 
that, by increasing the number of samples taken, it would increase its probability of finding 
a violation to greater than 99 percent, if the violation rate was equal to or greater than 1 
percent in the population being sampled. In 2013, FSIS’s 5,900 samples were spread 
across nine production classes, for an average of 656 per class, or about 144 less than its 
target of 800. FSIS officials said that to increase its sample size for each production class, 
the agency would have to decrease the number of production classes sampled in any 1 
year.   


 As we said earlier, according to FSIS officials, in 2011 the agency 


71Young turkeys were about 5.2 percent, and processed egg products were about 4.7 
percent of total meat, poultry, and processed egg products consumed in 2011, according 
to FSIS.  


From 2000 through 2011, FSIS 
Generally Reduced the 
Number of Samples and 
Animal Production Classes 
Tested for Pesticide Residue 
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increased the number of pesticides it tested for in response to a 
recommendation in a 2010 report by USDA’s Office of Inspector General 
and requests from EPA’s Office of Pesticide Programs. 


 
FSIS has recently engaged with EPA on three types of changes to the 
National Residue Program that would enhance FSIS’s collection and 
reporting of residue data. In addition to FSIS’s use of the program’s data 
for enforcing tolerances, EPA uses the data to assess potential dietary 
exposure in determining pesticide risks to human health. EPA also has 
used data on such residues in beef, pork, and poultry from AMS’s 
Pesticide Data Program. However, AMS decided in 2012 to stop testing 
these commodities for pesticides, and EPA officials were concerned that 
FSIS’s monitoring data would not be able to replace the AMS data and 
serve EPA’s purposes.72


                                                                                                                     
72According to the former Director of the Pesticide Data Program, AMS decided to stop 
testing meat and poultry samples (it had never tested processed egg products) after FSIS 
issued a Federal Register notice in July 2012, announcing its plan to modify and expand 
the National Residue Program. Specifically, FSIS announced it would begin using several 
multiresidue methods for analyzing samples for residues, including pesticide residues. 
According to the Director, it would be duplicative for both AMS and FSIS to conduct 
residue testing on meat and poultry using similar multiresidue methods, particularly as 
AMS does not have the authority to enter meat processing plants and had to rely on FSIS 
to obtain samples. The Director also noted that funding constraints led AMS to reduce the 
scope of the Pesticide Data Program by discontinuing its testing of meat and poultry.  


 Specifically, according to the Chief of EPA’s 
chemistry and exposure branch, AMS’s Pesticide Data Program (1) 
tested for a broader array of pesticides than FSIS has tested for in its 
National Residue Program, (2) was able to detect lower concentrations of 
the pesticides it tested for than FSIS has, and (3) made its data available 
to EPA in a more detailed format and in a timelier manner than FSIS has 
in its annual reports. Since AMS’s decision that it would no longer include 
beef, pork, or poultry in its Pesticide Data Program, EPA has engaged in 
discussions with FSIS about ways that FSIS could enhance its National 
Residue Program to address these issues. Through these discussions, 
EPA and FSIS officials said they had reached some agreement 
concerning the pesticides for which FSIS tests, the residue detection 
levels FSIS can achieve, and the format and timing of the FSIS data as 
discussed below. 


FSIS Has Engaged with 
EPA on Changes to the 
National Residue Program 
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As reported in 2010 by USDA’s Office of Inspector General and described 
to us by EPA officials, EPA has for years urged FSIS to increase the 
number of pesticides included in FSIS’s National Residue Program.73 
Most recently, in April 2014, EPA provided FSIS with a document 
containing a list of 207 pesticides that AMS’s Pesticide Data Program had 
tested for in beef, pork, and poultry but for which FSIS did not necessarily 
test in its National Residue Program. In the document, EPA indicated its 
priorities for which pesticides FSIS should include in its residue program. 
According to the EPA document, the agency used several criteria to 
develop its list of priorities, including whether AMS had previously 
detected these pesticides in samples and a measure of a pesticide’s 
tendency to accumulate in fat. In May 2014, EPA and FSIS officials said 
they had reached agreement about the status of specific pesticides 
contained in EPA’s priority list, such as whether FSIS tested for a specific 
pesticide or was in the process of adding this pesticide to its testing 
program. To add pesticides, FSIS must determine that its equipment is 
capable of detecting and accurately measuring individual pesticides in 
different types of animal tissue. According to the executive associate of 
FSIS’s laboratories, the agency completed the process of validating the 
method needed to test for 88 pesticides in June 2014, and the agency’s 
updated program guidance went into effect in July 2014. With that update 
to its program, as of July 2014, FSIS either tested or, according to agency 
program guidance, planned to start testing in July 2014 for 85 of the 207 
pesticides on EPA’s priority list.74


                                                                                                                     
73FSIS National Residue Program for Cattle, USDA Office of Inspector General, Audit 
Report 24601-08-KC (Mar. 25, 2010).  


 However, as shown in table 5, many of 
the pesticides considered a priority by EPA are not in FSIS’s current or 
planned testing program. For example, 13 of EPA’s 32 “highest” priority 
and 27 of EPA’s 41 “high” priority pesticides are not included. The Chief 
of EPA’s chemistry and exposure branch in the Office of Pesticide 
Programs said that while he does not necessarily expect to see 
significantly more pesticide residue violations as a result of the expanded 
testing, data on additional pesticides—whether it shows the presence of 
residues or not—would help EPA refine its risk assessments. According 
to officials from both agencies, FSIS and EPA will continue to discuss 
how their priorities can be met with existing resource limitations. 


74According to FSIS’s program guidance, the agency will test for three pesticides that are 
not on EPA’s priority list, bringing the total number tested for to 88.  


Number of Pesticides for 
Which FSIS Tests 
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Table 5: Pesticides Tested for in Beef, Pork, and Poultry Included, or Planned for 
Inclusion, in the Food Safety and Inspection Service’s (FSIS) National Residue 
Program, as of July 2014 


EPA’s 
priority 


Pesticides in EPA’s 
2014 priority list 


Pesticides in 
EPA’s priority list 


planned for FSIS’s 
National Residue 


Program in July 2014 


Pesticides in EPA’s 
2014 priority list 


but not planned for 
FSIS’s 2014 National 


Residue Program 
Highest 32 19 13 
High 41 14 27 
Medium 51 17 34 
Low 83 35 48 
Total 207 85 122 


Sources: EPA and FSIS data.  |  GAO-15-38 


Note: According to FSIS’s testing guidance, its testing program will include three pesticides that were 
not included in the Agricultural Marketing Service’s Pesticide Data Program and, as a result, were not 
included in EPA’s list of priorities. 
 


In addition to discussing with FSIS the list of pesticides to include in the 
National Residue Program, EPA also has discussed changes in the limits 
of detection that FSIS can achieve for those pesticides. The executive 
associate of FSIS’s laboratories said that because the agency’s objective 
is to identify residue violations, rather than gather residue exposure data, 
it is not necessary that its testing methods be able to detect residues at 
levels well below the established tolerances. FSIS uses the term 
“minimum level of applicability” to refer to the lowest residue 
concentration that has been validated to be accurately and consistently 
reported by its testing method in a type of animal product. According to 
the executive associate, if a pesticide has an established tolerance, FSIS 
typically sets the minimum level of applicability at one-half of the 
tolerance. If there is no tolerance for a pesticide, FSIS sets the minimum 
level of applicability at five times the level of quantitation, which is the 
lowest concentration that its equipment can reliably measure. According 
to the Chief of EPA’s chemistry and exposure branch, EPA expressed its 
concerns to FSIS that the relatively high FSIS minimum levels of 
applicability hampered EPA’s ability to accurately estimate exposure to 
pesticide residues in food. That is because, according to the branch 
Chief, when FSIS reports that it did not detect any residue of a particular 
pesticide, EPA’s practice has been to assume that the tested commodity 
had residue equaling one-half of the minimum level of applicability rather 
than no residue. To improve the precision of its risk assessments, EPA 
asked FSIS in August 2013 if it could lower its minimum level of 
applicability to one-tenth of the tolerance level for those pesticides that 
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have a tolerance for meat or poultry. However, in May 2014, the EPA 
branch Chief said that, after further review of FSIS’s testing capabilities, 
EPA determined that, for the most part, FSIS’s current minimum levels of 
applicability are adequate to meet EPA’s needs. Further, according to 
agency officials, FSIS has agreed that, as its resources permit, it will look 
for ways to lower minimum levels of applicability on a case-by-case basis. 


According to the Chief of EPA’s chemistry and exposure branch, EPA’s 
Office of Pesticide Programs wants to use FSIS data in its pesticide risk 
assessments but would need FSIS to make the data available to EPA in a 
more detailed format; in the past, the official said that EPA only received 
summary data from FSIS that were not adequate for its risk assessments. 
When EPA conducts risk assessments, according to the official, it must 
also make its source data fully available so that the public can review and 
analyze them. However, FSIS has not been making its source data 
similarly available to the public or EPA. 


EPA officials also said that more timely access to FSIS’s test results 
would enhance their risk assessment activities. They said that FSIS is 
required to publish data within 2 years of it being collected, whereas AMS 
provided EPA with data in about 9 months after it was collected. The 
USDA Inspector General’s 2010 report on the National Residue Program 
also raised the issue of the time it took for data sharing and 
recommended that FSIS work with EPA and FDA to develop a formal 
plan with reasonable time frames to facilitate the exchange of residue 
testing data between the agencies. FSIS concurred with the 
recommendation saying that in conjunction with the other agencies it 
would include a formal plan for exchanging residue testing data in a draft 
Memorandum of Understanding (MOU) by March 2011. The draft MOU 
would revise a 1984 MOU between FSIS, AMS, EPA, and FDA that 
addresses a number of issues related to the agencies’ regulatory 
activities concerning residues of drugs, pesticides, and environmental 
contaminants in foods, including the sharing of test results. As of May 
2014, according to agency officials, the MOU for exchanging residue 
testing data had been drafted but had yet to be signed by the agencies’ 
responsible officials. 


In the meantime, EPA and FSIS officials said that after discussion the 
agencies agreed that FSIS will provide EPA with specific pesticide 
residue data, on a quarterly basis, in an electronic format starting in fiscal 
year 2015. EPA determined that the agreed-upon data will contain 
enough information for its pesticide risk assessments, and FSIS 
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determined that the data are not sensitive and can be released to the 
public. 


 
For 10 highly consumed commodities, data from the most recent year in 
which they were tested by AMS’s Pesticide Data Program show that the 
frequency with which pesticide residues were detected at any level and 
the average number of pesticides per sample varied by commodity and 
that the average levels of detected residues were well below the 
tolerance levels established by EPA.75


 


 However, there are limitations in 
AMS’s survey methods. Specifically, while EPA officials and others have 
said that the Pesticide Data Program provides valuable information on the 
incidence and level of residues in foods, limitations in AMS’s sampling 
methods may affect the usefulness of the data in making national 
estimates about the presence of pesticide residues in the food supply, 
and AMS does not disclose these limitations, reducing transparency 
regarding the agency’s methods for collecting the data. 


We analyzed pesticide residue data generated by AMS’s Pesticide Data 
Program for 10 highly consumed and frequently sampled commodities 
and found that the average number of pesticide residues per sample 
ranged widely among the 10 commodities. In some of the instances, AMS 
detected only 1 pesticide residue, and in one commodity the agency 
found as many as 17 pesticide residues in a sample. According to AMS 
officials, these findings are due to inherent differences in commodities’ 
vulnerability to pests and the resultant need to use pesticides to respond 
to varying pest pressures. 


AMS’s Pesticide Data Program cooperates with state agriculture 
departments and other federal agencies to annually collect, analyze, and 
report the type and concentration of pesticide residues on agricultural 
commodities in the U.S. food supply, with an emphasis on those 
commodities highly consumed by infants and children. The program 
typically takes approximately 500 to 750 samples each for about 20 


                                                                                                                     
75As discussed, AMS detected what it terms “presumptive tolerance violations” in some 
samples of the 10 selected commodities. Those were samples in which it found residues 
above an established tolerance or residues for which there was no established tolerance.  
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commodities each year.76 We selected the 10 commodities that AMS 
sampled with the most frequency from 1994 through 2012: apples, 
bananas, broccoli, cantaloupe, green beans, lettuce, peaches, pears, 
potatoes, and sweet bell peppers. We then analyzed AMS’s data for 
those commodities from the 3 most recent years in which the agency 
sampled them.77


Our analysis of AMS data shows that 9 of the commodities had residues 
in the vast majority of samples. For example, in 2008, about 96 percent of 
sampled peaches had at least one detected residue, and in 2010, about 
99 percent of sampled apples had at least one detected residue. Only 
one of the commodities, cantaloupe, had pesticide residue detections in 
less than half (about 39 percent) of AMS’s samples. Table 6 presents the 
percentage of samples with one or more detected pesticide residues in 
the most recent year of testing by AMS. 


 The years in which AMS tested samples are not the 
same for every commodity because AMS uses a staggered sampling 
schedule. According to AMS officials, the agency uses this schedule to 
provide current residue data for the most highly consumed commodities 
while using its resources efficiently; highly consumed commodities are 
rotated into the program every 5 years and tested for a period of 2 
consecutive years. 


  


                                                                                                                     
76AMS has developed Standard Operating Procedures for collecting samples. These 
procedures provide direction to state agency personnel in how to select and handle 
samples. For example, the procedures specify that the weight or volume of each sample 
must be within 20 percent of a specified amount, such as 3 pounds for small, low-weight 
commodities (e.g., mushrooms or tangerines) or 5 pounds for larger, high-weight 
commodities (e.g., cabbage or winter squash). 
77We selected the commodities with the greatest number of sampling years in order to 
have a sufficient amount of data for our analysis. The earliest year we analyzed was 1998; 
the most recent year was 2012. 
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Table 6: Percentage of Samples with One or More Detected Pesticide Residues in 
the Most Recent Year of Testing by the Agricultural Marketing Service’s (AMS) 
Pesticide Data Program 


Commodity 
Year of most 


recent testing 


Percentage of 
samples with one or 


more detected residues  
Apples 2010 99.19%  
Bananas 2012 77.28% 
Broccoli 2007 88.04% 
Cantaloupe 2011 38.57% 
Green beans 2008 69.91% 
Lettuce 2010 85.47% 
Peaches 2008 95.78% 
Pears 2010 74.56% 
Potatoes 2009 92.34% 
Sweet bell peppers 2010 87.77% 


Source: GAO analysis of AMS data.  |  GAO-15-38 


Note: All margins of error for 95 percent confidence intervals are less than plus or minus 5 
percentage points. 
 


While the majority of AMS’s samples of these commodities had at least 
one detected residue in recent years, our analysis found that there was 
substantial variation in the average number of pesticide residues detected 
in each sample. For example, AMS’s most recent tests of these 10 
commodities detected an average of 0.55 pesticides on cantaloupe 
samples in 2011, and an average of 5.2 pesticides on apples in 2010. 
AMS’s most recent testing for the remaining 8 commodities found 
average pesticide detections within that range. Table 7 presents the 
average number of pesticides detected per sample in the most recent 
years of AMS’s sampling of the 10 commodities. 
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Table 7: Average Number of Pesticides Detected per Sample in the Most Recent 
Year of Testing by the Agricultural Marketing Service’s (AMS) Pesticide Data 
Program 


Commodity 
Year of most 


recent testing 


Average 
number of pesticides 
detected per sample 


Maximum number of 
pesticides detected 


in a single sample  
Apples 2010 5.20 13 
Bananas 2012 1.26 4 
Broccoli 2007 1.69 6 
Cantaloupe 2011 0.55 4 
Green beans 2008 1.88 9 
Lettuce 2010 3.44 13 
Peaches 2008 3.50 10 
Pears 2010 1.71 8 
Potatoes 2009 1.88 8 
Sweet bell peppers 2010 4.30 17 


Source: GAO analysis of AMS data.  |  GAO-15-38 


Note: All relative margins of error for 95 percent confidence intervals are less than plus or minus 11 
percent of the numerical estimate itself. 
 


 
In general, AMS’s data show that, when pesticide residues were 
detected, they were at concentrations that were well below their 
established tolerances. We analyzed AMS’s data for each of the 10 
commodities to identify the four pesticide residues with the highest 
average concentration relative to each pesticide’s tolerance.78


                                                                                                                     
78We did not consider in this analysis those pesticides that AMS detected that did not 
have an established tolerance for that commodity.  


 Among the 
most recent AMS data for the 10 commodities, potatoes generally had the 
highest average concentration of residues relative to tolerance, but those 
concentrations were still low relative to the established tolerance level. 
Specifically, the average residue concentration as a percentage of 
tolerance for the top four pesticides detected in potatoes in 2009, ranged 
from an average of 0.94 percent for the pesticide boscalid to an average 
of 9.93 percent for the pesticide azoxystrobin. The residues AMS 
detected on the other 9 commodities generally had similar or lower 
average concentrations relative to their tolerances. In broccoli, for 
example, the four pesticides with the highest average residue 
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concentrations averaged well below 1 percent of their tolerances in 2007. 
Table 8 presents the highest average pesticide residue concentration as 
a percentage of tolerance in the most recent year of AMS testing for all 10 
commodities.  


Table 8: Highest Average Pesticide Residue Concentration as a Percentage of 
Tolerance in the Most Recent Year of Testing by the Agricultural Marketing 
Service’s (AMS) Pesticide Data Program 


Commodity 
Year of most 


recent testing 


 
Pesticide with 
the highest 
concentration 
relative to tolerance 


Average 
concentration 


of pesticide as 
a percentage 
of tolerance 


Apples 2010  Thiabendazole 5.20% 
Bananas 2012  Thiabendazole 0.66% 
Broccoli 2007  Cyhalothrin 0.12% 
Cantaloupe 2011  Dinotefuran 0.93% 
Green beans 2008  Acephate 2.40% 
Lettuce 2010  Cyhalothrin 0.60% 
Peaches 2008  Fludioxonil 4.80% 
Pears 2010  Pyrimethanil 2.85% 
Potatoes 2009  Azoxystrobin 9.93% 
Sweet bell peppers 2010  Thiamethoxam 2.80% 


Source: GAO analysis of AMS data.  |  GAO-15-38 


Note: All relative margins of error for the average concentration as a percentage of tolerance are less 
than plus or minus 40 percent of the numerical estimate itself, except for potato and broccoli, which 
are less than plus or minus 62 and 90 percent, respectively. 
 


Because there have been improvements in the scope and precision of 
AMS’s testing program and changes in EPA’s established tolerances, 
AMS’s residue data are not directly comparable over time. Since the start 
of the Pesticide Data Program in 1991, AMS’s testing methods have 
improved in two ways that limit comparison of residue data over time. 
First, over the history of the program, the agency and its state partners 
have adopted improved testing methods that can reliably detect lower 
concentrations of residue. The ability to detect lower concentrations of 
residue has enabled AMS to reliably detect more residues in recent years 
than in earlier years. Second, with the new testing methods, AMS has 
added to the list of pesticides that are tested for each year. Additions to 
the list of pesticides that AMS tests for in a particular commodity have 
often led to additional detections. In addition, EPA has revised the 
established tolerances for particular pesticide and commodity 
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combinations. Changes in the tolerance established by EPA could affect 
calculations of residue concentration as a percentage of tolerance. For 
example, the same residue concentration found in year 1 and year 2 
would represent different percentages of the tolerance if the tolerance 
were lowered or increased in the second year. We analyzed AMS’s data 
using methods to control for these changes, and we found that doing so 
substantially affected the information regarding residue detections in each 
year. Appendix III provides further explanation of the methods we used in 
that analysis and our results. 


 
The Pesticide Data Program provides valuable information on residues 
that stakeholders find useful, but limitations in AMS’s survey methods 
may affect the quality of program data and not disclosing these limitations 
in the program’s annual reports reduces transparency regarding the 
survey methods used, and as a result, users may not have accurate 
information and may misinterpret the program’s test results. In particular, 
AMS does not fully meet best practices in survey research, including 
some practices found in OMB standards, described above, on designing 
and releasing to the public information concerning a data collection effort. 
For example, AMS does not fully disclose in annual reports limitations in 
the Pesticide Data Program’s survey methods that could lead to biased 
results and does not present measures of total survey error (sampling 
and nonsampling)79


EPA, FDA, and nongovernment stakeholders familiar with AMS’s data 
have praised their value. Specifically, officials from EPA’s Office of 
Pesticide Programs said that the results generally provide what they need 
for conducting assessments of pesticide risks. Furthermore, FDA officials 
said that they use the data to inform their own monitoring program, such 
as by increasing attention to commodities that were shown by AMS to 
have a history of residue problems. In addition, nongovernmental 
organizations and interested parties from the pesticide industry, 
academia, and a food safety organization, said that AMS’s data are 
valuable and reliable. At the same time, EPA officials noted that AMS’s 
survey may have sampling biases that could affect its results. For 


 for estimates that result from a statistical survey, 
thereby diminishing users’ ability to interpret the data. 


                                                                                                                     
79Total survey error is the difference between a population parameter (such as the mean, 
total, or proportion) and the estimate of that parameter based on the sample survey or 
census. It has two components: sampling error and nonsampling error.  
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example, officials from EPA’s Office of Pesticide Programs said that AMS 
is limited by not having a complete record of all food distribution centers 
from which to draw samples or documentation on how centers that are 
not included in its records may differ from those that are included, if at 
all.80


The survey methods used by AMS in the Pesticide Data Program meet 
many best practices for meeting OMB’s standards on designing and 
releasing to the public information concerning a data collection effort but 
do not meet several others, particularly those that are designed to ensure 
that the sample design will yield survey data that can form the basis of 
statistically valid estimates to represent a population of interest, in this 
case about the extent of pesticide residues in the U.S. food supply. 
AMS’s surveys are based on some principles of statistically valid sample 
design—including random selection of distribution centers for which it has 
records within selected states that were invited and agreed to participate 
and commodities within those centers—and the laboratory tests of those 
commodities are based on scientifically established protocols for handling 
commodity samples and measuring pesticide concentrations. These are 
important quality assurance steps that are meant to select an unbiased 
sample of commodities in the food supply and to produce accurate 
residue detections on sampled items. 


 Officials from AMS noted that the agency relies on the participating 
states to seek cooperation from distribution centers. Officials from AMS 
also noted that the agency does not have the authority to require that 
distribution centers participate in the survey, as participation in the 
program is voluntary. In addition, they noted that no site selected from the 
list of volunteer centers has ever refused to participate. 


In addition, the program does not meet other best practices including 
those designed to provide the public with access to useful information. 
For example, AMS does not demonstrate the extent to which the 
commodities that it selects to sample (e.g., apples or pears) represent all 
commodities in the food supply or demonstrate the extent to which the 
distribution centers that participate represent all distribution centers in the 
country—an important limitation because the majority of states do not 


                                                                                                                     
80Sampling bias in this case implies that the food distribution centers under consideration 
are not representative of all food distribution centers. 
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participate in the program.81


 


 AMS also does not disclose whether, to 
accurately represent the U.S. food supply, samples selected from some 
distribution centers should be weighted differently than other samples 
because they were more or less likely to be selected or to correct for 
differences between the sample and the U.S. food supply. If pesticide 
residue concentrations on excluded commodities are significantly different 
from those on selected commodities or concentrations on commodities 
from participating distribution centers are significantly different from those 
in nonparticipating distribution centers, the Pesticide Data Program data 
may not accurately represent pesticide concentrations in the U.S. food 
supply. Without this information, users of the data may misinterpret 
AMS’s annual monitoring reports and draw erroneous conclusions based 
on the data. 


FDA and FSIS face a formidable task in monitoring and enforcing 
pesticide residue tolerances associated with thousands of pesticide and 
commodity combinations that play a critical role in food production by 
helping to minimize crop losses due to pests and weeds. As part of this 
task, FDA and FSIS are to determine that pesticide residues in food do 
not exceed established tolerances in order to ensure food safety and 
protect human health. 


While there is no requirement that FDA or FSIS test for all the pesticides 
for which EPA has established a tolerance, OMB directs agencies to meet 
certain standards when designing and releasing information to the public 
concerning a data collection effort. FDA tests for the majority of pesticides 
that have established tolerances, but the agency does not disclose the 
pesticides with tolerances for which it does not test or the potential effect 
that not testing could have on its detection of violations. Such a disclosure 
would be consistent with OMB best practices for reporting limitations 
relevant to analyzing and interpreting results from a data collection effort. 
Our review found that FDA does not test for several commonly used 
pesticides, including glyphosate, or disclose the potential effects of not 
testing for these pesticides. In addition, while FSIS has recently increased 
the scope of its testing, the agency does not disclose that it does not test 
for specific pesticides that have tolerances for animal products or their 


                                                                                                                     
81AMS could not provide a quantitative assessment of the extent to which all distribution 
centers within participating states were invited to participate in the Pesticide Data 
Program.  
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feed or the potential effect of not testing for these pesticides. By not 
disclosing in their annual monitoring reports the pesticides that have 
tolerances for which they do not test and the potential effects of not 
testing for them, consistent with OMB best practices, users of the 
agencies’ annual reports may not have accurate information and may 
misinterpret the results of the programs. 


In addition, FDA’s monitoring program focuses on testing commodities 
that have been targeted as part of monitoring for compliance and 
enforcement to the exclusion of determining the incidence and level of 
pesticide residues in imported and domestic foods—one of FDA’s stated 
objectives. OMB standards direct agencies to use generally accepted 
statistical methods for collecting and reporting data. In this context, a 
generally accepted statistical method to obtain a valid estimate that 
represents a population would include either (1) testing a statistically valid 
sample of that population or (2) justifying statistically a nonprobability 
method that can measure the estimation error. According to FDA officials, 
calculating national estimates of pesticide violations for the entire food 
supply it regulates would be very expensive. However, FDA’s focus on 
targeted samples limits the agency’s ability to make valid national 
estimates about violation rates for imported and domestic foods since the 
targeted samples it collects cannot be the basis of statistically valid 
national estimates. Therefore, the annual pesticide monitoring reports do 
not reliably reflect the rate at which pesticide violations occur in the U.S. 
food supply, limiting their usefulness as a potential source of national 
estimates. Further, without reliable nationally representative data with 
which to evaluate how effective its targeted monitoring program is in 
identifying and intercepting violative foods, FDA cannot compare the rate 
of violations detected through the program with the overall rate of 
pesticide residue violations within the imported and domestic food 
supplies. Therefore, this limitation of testing only targeted commodities 
affects FDA’s ability to evaluate the effectiveness of its PREDICT 
targeting tool and, ultimately, FDA’s ability to reliably identify specific 
commodities that may be at high risk of violating pesticide residue 
tolerances is limited. 


Finally, the sampling methodology used by AMS in the Pesticide Data 
Program meets many of the best practices for meeting OMB’s standards 
on designing and releasing to the public information concerning a data 
collection effort, but it does not meet several others. For example, AMS 
does not disclose in the program’s annual reports the potential effect of 
any bias associated with participating states or food distribution centers, 
or its selection of commodities, and does not report or direct data users 
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on how to obtain appropriate sampling error (margins of error) for 
estimates that result from a statistical survey, as called for by OMB’s 
statistical survey standards. By not disclosing these potential sources of 
survey error, the agency’s monitoring reports do not meet OMB best 
practices because they do not include all information necessary for users 
to analyze the data properly or to assess the quality of results, which may 
lead users to misinterpret AMS’s annual monitoring reports and draw 
erroneous conclusions based on the survey data. 


 
We are making five recommendations to the Secretary of Health and 
Human Services and four recommendations to the Secretary of 
Agriculture. 


To better inform users of the annual monitoring report about the 
frequency and scope of pesticide tolerance violations, we recommend 
that the Secretary of Health and Human Services direct the 
Commissioner of FDA to disclose in the agency’s annual pesticide 
monitoring program report which pesticides with EPA-established 
tolerances the agency did not test for in its pesticide monitoring program 
and the potential effect of not testing for those pesticides. 


To gather and report reliable, nationally representative data on pesticide 
residue violations, we recommend that the Secretary of Health and 
Human Services direct the Commissioner of FDA to 


• design and implement a statistically valid sampling methodology that 
would enable the agency, within existing resources, to gather 
nationally representative pesticide residue incidence and level data for 
both domestically produced and imported foods, or justify statistically 
the use of a nonprobability method that can measure the estimation 
error. In designing either approach, FDA should consider the extent to 
which the benefits exceed the costs; and 


• report the nationally representative incidence and level data in its 
annual pesticide monitoring reports, including disclosing the limits of 
its chosen sampling methodology. 


To evaluate and refine its targeted pesticide compliance and enforcement 
monitoring program, we recommend that the Secretary of Health and 
Human Services direct the Commissioner of FDA to use the incidence 
and level data to 
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• assess the effectiveness of FDA’s targeted pesticide compliance and 
enforcement monitoring program, including its use of the PREDICT 
targeting tool for imported foods, by comparing the rate of violations 
detected through the program to the overall rate of pesticide residue 
violations within the domestic and imported food supplies; and 


• identify any types of domestic and imported foods that are at high risk 
for pesticide residue tolerance violations to improve the ability of its 
targeted pesticide compliance and enforcement monitoring program to 
consistently identify food likely to have violations. 


To better inform the public about the frequency and scope of pesticide 
tolerance violations, we recommend that the Secretary of Agriculture 
direct the FSIS Administrator to disclose in the agency’s annual pesticide 
monitoring program report which pesticides with EPA-established 
tolerances the agency did not test for in its National Residue Program and 
the potential effect of not testing for those pesticides. 


To better meet federal standards and best practices for statistical 
surveys, we recommend that the Secretary of Agriculture direct the AMS 
Administrator to provide better documentation of the survey methods 
used in its Pesticide Data Program in the program’s annual reports by 


• providing more complete information on the sampling methodology 
the agency uses, such as how it identifies and selects states, food 
distribution centers, and commodities for pesticide residue testing, 
and include measures of sampling error for reported estimates, 


• reporting on the extent to which its survey covers commodities in the 
U.S. food supply and any limitations associated with its survey 
methodology; and 


• describing methods users should employ to analyze the data, 
including obtaining margins of error for making generalizeable 
estimates of pesticide residues in commodities. 


 
We provided a draft of this report to the Department of Health and Human 
Services (HHS) on behalf of FDA, USDA, and EPA for review and 
comment. HHS and USDA provided written comments on the draft, which 
are presented in appendixes IV and V, respectively. Of the five 
recommendations that were directed to it, HHS agreed with two, neither 
agreed nor disagreed with two, and disagreed with one.  In its written 
comments, USDA stated it generally agreed with the four 
recommendations that were directed to it and described actions it planned 
to take to address them. In an e-mail received on August 25, 2014, an 
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official from EPA’s GAO Liaison Team stated that EPA had no comments 
on our report. 


In its written comments, HHS said that it has already increased its 
monitoring of pesticide residues by taking actions consistent with our 
recommendations and discussed ways in which the agency has 
increased the scope of its testing program. In addition, HHS noted that 
FDA’s food safety mission also includes protecting consumers against 
foodborne illnesses due to microbiological contamination and that the risk 
of microbiological contamination, rather than pesticide contamination, 
often drives the agency’s decisions about using its limited resources. We 
appreciate FDA’s efforts to increase the scope of its pesticide residue 
program and understand that it faces a difficult task in protecting 
consumers from many types of food contamination.  


HHS disagreed with our first recommendation that FDA disclose in its 
annual pesticide monitoring program report which pesticides with EPA-
established tolerances FDA did not test for and the potential effect of not 
testing for those pesticides. HHS said that future versions of FDA’s 
annual report will clarify that not all pesticides with EPA-established 
tolerances were analyzed. However, HHS disagreed with naming the 
pesticides that were not assessed and said that FDA’s annual report is 
intended to comply with requirements of the Pesticide Monitoring 
Improvements Act of 1988. HHS stated that in its annual report, FDA 
discloses all pesticides tested for within the report’s annual scope, as 
required by the act, including many pesticides that do not have EPA-
established tolerances. In addition, HHS said that it believes that 
disclosing pesticides for which FDA does not test would enable users to 
more easily circumvent the pesticide monitoring program.  


We believe that OMB’s guidelines for releasing information to the public 
concerning a data collection effort are also applicable to FDA’s pesticide 
monitoring program, and based our recommendation on those 
guidelines.82


                                                                                                                     
82OMB, Standards and Guidelines for Statistical Surveys (September 2006). 


  OMB directs agencies to produce survey documentation 
that includes those materials necessary to understand how to properly 
analyze data from each survey. In our view, disclosing the pesticides that 
are not included in FDA’s testing program would be consistent with OMB 
best practices for reporting limitations relevant to analyzing and 
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interpreting results from a data collection effort. With regard to HHS’s 
comment that pesticide users might more easily circumvent the 
monitoring program if they knew which pesticides FDA did not test for, we 
note that a user seeking to circumvent the pesticide monitoring program 
could do so now by reviewing the list of pesticides FDA tested for that it 
publishes in its annual reports. We also note that HHS did not comment 
on whether or how FDA’s future annual program reports would disclose 
the potential effects of not testing for certain pesticides that have EPA-
established tolerances. We continue to believe that it is important for 
users of the annual reports to know the extent to which certain pesticides 
are excluded from testing and that the agency may be identifying fewer 
pesticide residue violations than are occurring. Thus, we continue to 
believe that FDA should fully implement the recommendation.  


In its written comments, HHS said that FDA would investigate the 
feasibility and potential costs of implementing our second 
recommendation that the agency design and implement a statistically 
valid sampling methodology for its pesticide monitoring program. 
According to HHS, implementing a program for systematic statistical 
sampling would require additional resources or, given existing resources, 
a reduction in the variety of commodities that FDA would analyze 
annually. HHS added that AMS’s Pesticide Data Program generates 
national statistically valid data that FDA uses to inform the risk value in 
PREDICT and which commodities to target for testing.  


We welcome FDA’s decision to investigate the feasibility of enhancing its 
monitoring program. Implementing a statistically valid sampling 
methodology would be necessary to attain the agency’s objective to 
determine the incidence and level of pesticide residues in domestic and 
imported foods.83


                                                                                                                     
83FDA, Compliance Program Guidance Manual: Chapter 04—Pesticide and Chemical 
Contaminants, 7304.004 (June 27, 2011). 


  In our view, nationally representative data collected by 
FDA would provide a more accurate picture of the pesticide residue 
violation rate throughout the food supply and would also enable the 
agency to evaluate the monitoring program’s effectiveness and refine its 
targeting efforts under PREDICT, topics addressed in our fourth and fifth 
recommendations. While we recognize the value provided by AMS’s 
Pesticide Data Program, we note that the data generated by AMS were 
not intended to be used for the purpose of evaluating the effectiveness of 
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FDA’s program. As we state in the report, AMS’s Pesticide Data Program 
tests large sample sizes but takes samples from relatively few 
commodities each year and thus cannot be used to directly and reliably 
evaluate the effectiveness of FDA’s monitoring program across the 
domestic and imported food supplies.   


HHS did not commit to implementing our third recommendation that FDA 
report nationally representative incidence and level data in its annual 
reports, but did agree that FDA would disclose the limitations associated 
with its monitoring program in its annual reports. In its written comments, 
HHS explains that the FDA pesticide program is targeted in nature. As we 
state in the report, determining the incidence and level of pesticide 
residues in imported and domestic foods is one of FDA’s stated 
objectives. However, FDA’s focus on targeted samples limits the agency’s 
ability to make valid national estimates about violation rates for imported 
and domestic foods since the targeted samples it collects cannot be the 
basis of statistically valid national estimates. Thus, we continue to believe 
that FDA should fully implement this recommendation. 


HHS concurred with our fourth recommendation that FDA assess the 
effectiveness of its targeted pesticide compliance and enforcement 
monitoring program, including its use of PREDICT. HHS described FDA’s 
ongoing effort to evaluate (1) the effectiveness of regulatory actions in 
preventing future violative shipments by reviewing incidences of repeat 
violations among growers, shippers, importers, consignees, dealers, 
filers, and harvesters over the past 3 years and (2) risks associated with 
PREDICT. While we welcome FDA’s efforts to evaluate its program, we 
continue to believe that a comprehensive evaluation cannot be 
successfully completed without statistically valid data on the national 
incidence and level of pesticide residues. 


Similarly, HHS generally concurred with our fifth recommendation that 
FDA identify any domestic and imported foods that are at high risk for 
pesticide residue tolerance violations to improve the ability of its targeted 
pesticide compliance and enforcement monitoring program to consistently 
identify foods likely to have violations. In its written comments, HHS said 
that FDA actively identifies and targets commodities that are at high risk 
for pesticide residue violations. We do not believe that FDA can be sure 
that it is targeting high risk commodities without statistically valid data on 
the incidence and level of violations in commodities.  


In its written comments, USDA stated that it generally agreed with our 
findings and our four recommendations directed to the agency but wanted 
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to emphasize some of the differences in its agencies’ missions with 
respect to monitoring pesticide residues. In response to our four 
recommendations, USDA said that 


• FSIS will disclose in its annual pesticide monitoring program 
reports which pesticides with an EPA-established tolerance the 
agency did not test for in the National Residue Program and the 
potential effect of not testing for those pesticides. USDA also said 
that FSIS will continue to insert or remove pesticides from its 
testing program based on their public health importance and will 
continue discussions with EPA on the minimum level of 
applicability (i.e., the lowest valid residue concentration reported 
by a test method) for those pesticides tested by FSIS or those 
prioritized for testing by EPA; 
 


• AMS plans to add a description of the sampling methodology 
employed for selecting states, food distribution centers, and 
commodities for inclusion in the Pesticide Data Program annual 
summary report and explore procedures for assessing the degree 
to which incompleteness in the sampling frame may lead to the 
potential for biased estimates; 
 


• AMS plans to provide more information on its sampling 
methodology, program parameters, and inherent limitations in its 
methodology in the Pesticide Data Program annual summary 
report. AMS believes that the participating sites provide a reliable 
representation of all sites and will investigate methods for 
confirmation; and 
 


• AMS will work to describe methods users can use to analyze 
Pesticide Data Program data and to improve the sampling 
methodology. Once developed, such methods and procedures will 
be included in the Pesticide Data Program annual summary 
report. USDA did not mention whether it would describe methods 
for users of the data to obtain margins of error, which we believe 
is important to help users analyze the data. 


FDA also provided us with technical comments, which we incorporated as 
appropriate. 


 
As agreed with your office, unless you publicly announce the contents of 
this report earlier, we plan no further distribution until 30 days from the 
report date. At that time, we will send copies to the appropriate 
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congressional committees, the Secretary of Agriculture, the Secretary of 
Health and Human Services, the Commissioner of FDA, the Administrator 
of EPA, and other interested parties. In addition, the report will be 
available at no charge on the GAO website at http://www.gao.gov. 


If you or your staff members have any questions about this report, please 
contact me at (202) 512-3841 or neumannj@gao.gov. Contact points for 
our Offices of Congressional Relations and Public Affairs may be found 
on the last page of this report. GAO staff who made key contributions to 
this report are listed in appendix VI. 


Sincerely yours, 


 
John Neumann 
Acting Director, Natural Resources and Environment 


 



http://www.gao.gov/�
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This report examines (1) what the Food and Drug Administration (FDA) 
data show with respect to pesticide residue violations in the foods that it 
regulates and limitations, if any, in its efforts to monitor foods for pesticide 
violations; (2) what the Food Safety and Inspection Service (FSIS) data 
show with respect to pesticide residue violations in the foods that it 
regulates and limitations, if any, in its efforts to monitor foods for pesticide 
violations; and (3) what the Agricultural Marketing Service (AMS) data 
show with respect to pesticide residue levels in fruits, vegetables, and 
other foods, and limitations, if any, in its efforts to gather and report that 
information. 


To examine what is known about pesticide residue in food and violations 
of residue tolerances, we analyzed data from the FDA, the U.S. 
Department of Agriculture’s (USDA) FSIS, and USDA’s AMS. We 
evaluated the reliability of these data by reviewing or discussing the 
agencies’ management controls to ensure the data’s accuracy and 
completeness. As appropriate, we also reviewed the agencies’ 
compliance with the Office of Management and Budget’s (OMB) 
Standards and Guidelines for Statistical Surveys.1


FSIS is responsible for examining and inspecting meat, poultry, and 
processed egg products to ensure their safety. FDA is responsible for 
regulating to ensure the safety of virtually all other foods. AMS collects 
residue data on a wide range of foods for informational purposes. Much of 
our analyses of FDA’s and AMS’s residue test results focused on 10 
selected fruit and vegetable commodities that are highly consumed in the 
United States.


 We found these data to 
be sufficiently reliable for purposes of making estimates of the extent of 
pesticide residues and residue violations in food, although where 
discussed we note limitations in the methods the agencies have used to 
collect these data. 


2


Our analysis of FDA’s data for those commodities covered 1993 through 
2012, and our analysis of AMS’s data for the commodities collectively 


 We selected these 10 commodities because they were 
the commodities AMS tested for most often from 1994 through 2012 and 
for which the agencies had data sufficient for our purposes. 


                                                                                                                     
1OMB, Standards and Guidelines for Statistical Surveys (September 2006).  
2These 10 commodities were apples, bananas, broccoli, cantaloupe, green beans, lettuce, 
peaches, pears, potatoes, and sweet bell peppers. 
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spanned 1998 through 2012. We also analyzed FSIS’s monitoring data 
from 2000 through 2011 to report information about pesticide residues 
found in meat, poultry, and egg products. For each agency, the data we 
analyzed were the most recent available at the time of our review. In 
addition, our analysis included a review of certain aspects of FDA’s 
domestic and imported food inspection process, FSIS’s National Residue 
Program, and the methodology AMS has used to gather residue data 
through its Pesticide Data Program. 


 
Our review of FDA’s pesticide residue monitoring program included an 
analysis of the agency’s monitoring results, which are discussed in more 
detail in appendix II, as well as a review of its monitoring approach. 


To examine pesticide residue violations in the foods that it regulates, we 
analyzed FDA’s pesticide residue monitoring data from the years for 
which it had electronic data—1993 through 2012, excluding 2004.3 FDA 
provided us with electronic files for those years containing pesticide 
residue data for all food commodities that it tested, but we focused our 
analysis on 10 commodities—apples, bananas, broccoli, cantaloupe, 
green beans, lettuce, peaches, pears, potatoes, and sweet bell peppers. 
We selected 10 commodities that AMS identified as being widely 
consumed in the U.S. diet and for which FDA and AMS had testing data 
during that time period. More specifically, we selected the 10 because 
they were the commodities that AMS had tested most often during the 
history of the Pesticide Data Program. The AMS program has tested over 
90 commodities for pesticide residues, with an emphasis on commodities 
that are highly consumed by infants and children.4 Typically, AMS tests 
commodities for a range of different pesticides about every 5 years for 2 
years in a row.5


                                                                                                                     
3FDA was not able to provide us with test results from 2004 that were comparable in detail 
to the other years. Therefore, we could not include that year in our analysis of pesticide 
residue test results.   


 AMS tested the 10 selected commodities in at least 8 
years from the beginning of the program in 1991 through 2012. We used 
the same group of 10 commodities for our analysis of FDA and AMS data 


4In addition to raw commodities, AMS also tests processed commodities such as canned 
vegetables, frozen fruit, fruit juices, and baby foods.  
5In some instances, AMS tested commodities for a specific subset of pesticides. For 
example, in 1999, AMS conducted two separate special pesticide residue tests for classes 
of pesticides known as organophosphates and carbamates in apples.  


FDA’s Pesticide Residue 
Monitoring Program 


Analysis of FDA Data for 
Types and Origin of Pesticide 
Residue Violations 
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on pesticide residue violations to enable consistent presentations of the 
two agencies’ results. 


We analyzed the FDA data using Statistical Analysis System software to 
determine the types and origins of violations that the agency detected for 
each of the 10 commodities. There are two types of pesticide residue 
violations. In the first instance, FDA detects a pesticide residue in an 
amount that exceeds the tolerance that the Environmental Protection 
Agency (EPA) has established. That is known as a violation of tolerance. 
In the second instance, FDA detects the residue of a pesticide for which 
EPA has not established a tolerance for that particular commodity. That is 
known as a violation of no tolerance. In some cases, FDA may detect the 
residue of a pesticide that is no longer registered for any use in the United 
States but for which FDA (in consultation with EPA) has established a 
maximum residue level, or “action level,” to account for the fact that the 
pesticide may persist in the environment for long periods of time after its 
use is discontinued.6


Because FDA data on violations were derived from a sampling method 
designed, at least in part, to target foods with a high risk of violation, 
rather than from a statistically generalizable sample, FDA rates are not 
intended to be interpreted as reliable estimates of the actual violation 
rates among these 10 commodities in the food supply. Therefore, to 
determine violation rates for these commodities, we also analyzed AMS 
data that indicate the presence of residues that exceed tolerances and 


 If FDA detects residue that exceeds an action level, 
it considers, on a case-by-case basis, whether to take an enforcement 
action to remove the food from the market. We also identified whether the 
samples that FDA tested were from the United States (domestic) or 
imported from another country. Finally, we reviewed FDA annual reports 
from 2008 through 2012 to gather data on pesticide residue violations the 
agency detected in all foods that it sampled, including the origin of the 
foods FDA found to have residue violations. 


                                                                                                                     
6An action level specifies the level below which FDA exercises its discretion not to take 
enforcement action.  







 
Appendix I: Objectives, Scope, and 
Methodology 
 
 
 


Page 67 GAO-15-38  Pesticide Residue Monitoring 


present these results with the limitations discussed in the report.7


To examine limitations, if any, in FDA’s efforts to monitor for pesticide 
residue violations, we reviewed FDA documents including FDA’s annual 
pesticide monitoring reports, district work plans for sampling domestic 
commodities, guidance for sampling both domestic and imported 
commodities, and documentation related to the agency’s import scoring 
system known as Predictive Risk-based Evaluation for Dynamic Import 
Compliance Targeting (PREDICT). We interviewed agency officials from 
FDA’s Center for Food Safety and Applied Nutrition and officials from 
FDA’s Office of Regulatory Affairs who are responsible for developing 
strategies and policies for reducing health threats from contaminated 
food, monitoring foods for residue, and enforcing pesticide tolerances. 
These interviews included discussions about FDA violation data and the 
use of FDA’s import review system PREDICT, including the agency’s 
ongoing internal evaluation of that system. We visited FDA’s Baltimore 
District Office to interview officials about how agency personnel monitor 
domestic and imported foods, as well as their use of PREDICT to target 
imported foods for testing because, among other things, it receives a 
large quantity of imported foods. We also analyzed the violation rates for 
imported foods relative to their PREDICT scores in 2012, the first full year 
in which FDA used the system nationwide, to determine the relationship 


 
Specifically, we used Statistical Analysis System survey procedures to 
analyze AMS Pesticide Data Program data from 1998 through 2012 for 
the same commodities—where those data were available—to identify the 
rate at which AMS found residues that exceeded established tolerances 
or for which there were no tolerances. AMS refers to these situations as 
“presumptive tolerance violations.” For this analysis, we used data from 
the 3 most recent years—from 1998 through 2012—in which AMS tested 
the 10 commodities. AMS tests particular commodities on a staggered 
schedule; the earliest year of data for one of the commodities was 1998. 
We were not able to reliably compare the rate at which AMS found 
violations in most domestically grown and imported commodities because 
of small or imbalanced sample sizes. 


                                                                                                                     
7We calculated margins of error for 95 percent confidence intervals for the AMS data and 
present them along with the estimates. However, as we described in this report, there are 
limitations in AMS’s survey methods that lead us to have some concerns about using its 
data to make national estimates about the incidence and level of pesticide residues. 
Consequently, the results of our analyses are restricted to the samples taken by AMS for 
the 10 commodities we reviewed and are not meant to be generalized to the population of 
these commodities in the food supply. 


Review of FDA’s Methods for 
Monitoring Pesticide Residue 
Violations 
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between PREDICT scores and violations. In addition, we reviewed FDA’s 
sampling methods and its reporting of sampling results relative to the 
direction and guidance contained in the OMB’s Standards and Guidelines 
for Statistical Surveys and the Standards for Internal Control in the 
Federal Government, as well as other best practices in survey 
methodology.8


 


 


Our review of FSIS’s pesticide residue monitoring program included an 
analysis of the agency’s monitoring results as well as a review of its 
monitoring approach. 


To examine what FSIS has found with respect to pesticide residue 
violations in meat, poultry and processed egg products, we analyzed 
FSIS’s monitoring data from 2000 through 2011 to identify the types and 
frequency of pesticide residues found in those commodities. Specifically, 
we analyzed pesticide residue test results from 2000 through 2011 
published by the agency in its annual National Residue Program reports. 
Using data from FSIS’s annual reports, we identified the number of 
samples that FSIS tested for residues each year, the number of pesticide 
residue violations it detected, the types of animal products—known as 
production classes—with violations, and the types of pesticides found. 
We also analyzed the annual reports to gather data on the frequency with 
which FSIS detected pesticide residues at levels below established 
tolerances. 


We analyzed the size and scope of the National Residue Program by 
reviewing FSIS’s annual sampling plans from 2010 through 2013. 
Specifically, we gathered data from the annual plans on the number of 
samples FSIS planned to take of domestic and imported products and the 
production classes that it planned to sample. With respect to the scope of 
the program, we reviewed the sampling plans and agency guidance 
documents to identify which pesticides FSIS’s testing methods were 
capable of detecting. The pesticides in FSIS’s testing program included 
some for which EPA has established tolerances for animal products and 


                                                                                                                     
8OMB, Standards and Guidelines for Statistical Surveys (September 2006) and 
GAO/AIMD-00-21.3.1; American Association for Public Opinion Research, Best Practices 
for Survey Research, http://www.aapor.org//Best_Practices1.htm; and Federal Committee 
on Statistical Methodology, Measuring and Reporting Sources of Error in Surveys (July 
2001).   


FSIS’s Pesticide Residue 
Monitoring Program 


Analysis of FSIS Data on 
Pesticide Residues in Meat, 
Poultry, and Processed Egg 
Products 


Review of FSIS’s Methods for 
Monitoring Pesticide Residue 
Violations 
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others for which EPA has not established tolerances. Using information 
from EPA, we identified 18 pesticides that EPA has registered for direct 
use on animals. Using FSIS’s guidance documents, we identified which of 
the 18 pesticides registered for direct use on animals can be, or is 
planned to be, detectable by FSIS’s testing methods. We also reviewed 
FSIS’s sampling methods and the agency’s reporting of sampling results 
relative to the direction and guidance contained in OMB’s Standards and 
Guidelines for Statistical Surveys, as well as other best practices in 
survey methodology.9


We also interviewed officials at EPA’s Office of Pesticide Programs about 
EPA’s use of FSIS data in conducting risk assessments of specific 
pesticides. In particular, we discussed the EPA officials’ views on the 
adequacy of the FSIS data for EPA’s risk assessment needs. We also 
discussed with these officials EPA’s negotiations with FSIS on expanding 
the scope of the National Residue Program to test for more pesticides 
and to be able to detect lower concentrations of pesticides in beef, pork, 
and poultry. EPA officials provided us with a list of pesticides the agency 
had prioritized for FSIS to include in the National Residue Program. We 
compared EPA’s priorities with FSIS’s testing plans for 2014. 


 


We also reviewed a 2010 report by USDA’s Office of Inspector General 
on FSIS’s residue program.10


 


 The report contains findings, conclusions, 
and recommendations that concerned, among other things, the scope of 
FSIS’s residue monitoring. We interviewed FSIS officials to discuss the 
agency’s response to recommendations in the Inspector General’s report 
concerning the scope of the National Residue Program’s testing methods. 


Our review of AMS’s pesticide residue monitoring program included an 
analysis of the agency’s monitoring results, as well as a review of its 
monitoring approach. 


                                                                                                                     
9OMB, Standards and Guidelines for Statistical Surveys (September 2006) and 
GAO/AIMD-00-21.3.1; American Association for Public Opinion Research, Best Practices 
for Survey Research, http://www.aapor.org//Best_Practices1.htm; and Federal Committee 
on Statistical Methodology, Measuring and Reporting Sources of Error in Surveys (July 
2001).   
10FSIS National Residue Program for Cattle, USDA Office of Inspector General, Audit 
Report 24601-08-KC (Mar. 25, 2010). 
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To examine what AMS has found with respect to pesticide residue levels, 
we analyzed residue data for the 10 selected fruit and vegetable 
commodities collected by the agency’s Pesticide Data Program from 1998 
through 2012. We evaluated AMS’s sampling11 and nonsampling12 error 
according to best practices in survey research, including OMB’ s 
Standards and Guidelines for Statistical Surveys as well as other best 
practices in survey methodology.13 Using the AMS data for each of the 10 
commodities, we estimated: (1) the number of unique detections of 
pesticide residue above the limit of detection on each sample; 14 (2) the 
average number of pesticide residues per sample; (3) the four residues 
with the highest average residue concentration relative to that 
commodity’s pesticide tolerance; and (4) the number of presumptive 
tolerance violations.15


We conducted our analyses to characterize pesticide residue for the 10 
commodities using the same data in two different ways. The first analysis 


 Because the AMS data were collected through 
random samples, our estimates have sampling error. Although we found 
limitations with the AMS sampling methodology, as described in the 
report, in order to produce an estimate of the sampling error, we used 
survey procedures in Statistical Analysis System software to calculate 
confidence intervals associated with each of the estimates under 
assumptions about the sampling and nonsampling error. We calculated 
these estimates under the assumption that AMS data were taken from an 
equally weighted random sample, stratified by the state in which the 
distribution center is located. We provide the details of those sampling 
errors and confidence intervals where appropriate. 


                                                                                                                     
11Sampling errors are errors associated with survey estimates that are due to sampling 
some and not all of the units in the sampling frame. 
12Nonsampling errors are errors in sample estimates that do not stem from sampling, such 
as coverage error, measurement error, or data processing error.  
13OMB, Standards and Guidelines for Statistical Surveys (September 2006); American 
Association for Public Opinion Research, Best Practices for Survey Research, 
http://www.aapor.org//Best_Practices1.htm; and Federal Committee on Statistical 
Methodology, Measuring and Reporting Sources of Error in Surveys (July 2001). 
14The limit of detection is the concentration of a residue that AMS could detect with 
accuracy.  
15AMS gathers its Pesticide Data Program data in an effort to estimate residue levels in 
the food supply rather than for regulatory purposes, but information about findings of 
residues that exceed pesticide tolerances or for which there is no tolerance is available to 
FDA, FSIS, and EPA. AMS calls these findings “presumptive tolerance violations.” 


Analysis of AMS Data on the 
Type and Number of Residues 
in 10 Selected Commodities 



http://www.aapor.org/Best_Practices1.htm�





 
Appendix I: Objectives, Scope, and 
Methodology 
 
 
 


Page 71 GAO-15-38  Pesticide Residue Monitoring 


focused on the most recent AMS data available for each commodity. We 
presented the results of that analysis in the body of this report. The 
second analysis examined AMS data at different points in time. To 
accomplish this analysis, we took steps to control for variations in how 
AMS collected the data over time, as well as changes in EPA tolerances 
so that we could reliably compare data from one year to another. We refer 
to these data as restricted data. We briefly describe the reasons for those 
restrictions and our methods below and present the results of that 
analysis in appendix III. 


Analysis of Restricted AMS Data at Different Points in Time 


To provide additional information on what was detected in other recent 
points in time, we examined two additional periods for each of our 10 
commodities. We identified the 3 most recent years of AMS data for our 
analysis of pesticide residue. Because AMS did not test each commodity 
each year, the 3 most recent years of data varied for each commodity. 
For example, the 3 most recent years of testing on apples were 2001, 
2004, and 2010, and the 3 most recent years for bananas were 2002, 
2006, and 2012. 


To reliably compare the AMS data at different points in time, we 
accounted for changes in AMS’s testing methods and EPA’s established 
tolerances. In particular, comparing residues detected at different time 
points is complicated by the fact that the pesticides AMS tested for, the 
technology it used to detect residues, and the tolerances established by 
EPA for pesticides may change for particular commodity-pesticide 
combinations. To account for those changes, we developed methods for 
restricting the data so it could be compared at different time points for a 
limited set of pesticides, higher limits of detection, and a fixed set of 
tolerance levels. 


More specifically, the first change to account for was that the number of 
pesticides for which AMS’s Pesticide Data Program tested for increased 
over time as its methods became more sophisticated. The residue of a 
particular pesticide might have been present on samples of a commodity 
in each year we analyzed but could only be detected in the second or 
third year when more comprehensive testing methods included that 
pesticide. To account for increases in detections caused by an expansion 
in the number of pesticides AMS tested for, we included in our analysis 
only those pesticides AMS tested for in all 3 years. For example, AMS 
tested apples for 93, 175, and 184 pesticides in 2001, 2004, and 2010, 
respectively. The restricted list we used for our analysis consisted of the 
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83 pesticides that AMS tested apples for in each of these years and, 
therefore, excluded 10 from 2001, 92 from 2004, and 101 from 2010. By 
focusing on a common set of pesticides, our restricted analysis, while 
standardized across the years, does not include any changes that may 
have occurred in the pesticides that were not tested. 


The second change to account for was that, as the technical capabilities 
of laboratories that test for pesticide residue have improved, AMS has 
been able to reliably detect increasingly lower concentrations of residue. 
As a result, a particular pesticide residue may have been present at low 
levels in all 3 years, but was only detectable in the most recent year 
because of improved technology. AMS’s database includes the limit of 
detection for each pesticide, thereby indicating the concentration it can 
reliably detect. To account for increases in the ability to detect residues in 
later years, we used AMS’s limit of detection for each pesticide to restrict 
the data. For our analysis of different points in time, we selected the 
highest limit of detection for each commodity-pesticide combination in the 
first year and applied this to our analysis of that commodity pesticide 
combination in the remaining 2 years. By focusing on this common set of 
limits of detection, our restricted analysis, while standardized across the 
years, does not include any changes that may have occurred in the limits 
of detection for particular pesticides. 


The third change to account for was that EPA’s established tolerance for 
a particular pesticide/commodity combination can change over time. 
Therefore, the concentration of pesticide residue as a percentage of 
tolerance could have changed because EPA changed the tolerance 
rather than because the concentration changed. To account for the effect 
that change in tolerance could have on our ability to compare the 
concentrations of pesticide residues relative to their tolerance in different 
years, we performed our analysis for each year using the tolerance that 
was in place for each pesticide/commodity combination in the first year of 
testing. By focusing on this common set of pesticide tolerances, our 
restricted analysis, while standardized across the years, does not include 
any changes that may have occurred in the tolerances for particular 
pesticides. 


Analysis of Most Recent Unrestricted AMS Data 


In the body of this report, we present our analysis of the most recent AMS 
data for the 10 selected commodities. In this analysis, we did not restrict 
the data with respect to the number of pesticides AMS tested for, the limit 
of detection it could achieve, or the EPA-established tolerance. We 
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identified the most recent year in which AMS had sampled the 10 
commodities, and using those years’ data, we conducted the same four 
types of analysis described above (1) the number of unique detections of 
pesticide residue above the limit of detection on each sample; (2) the 
average number of pesticide residues per sample; (3) the four residues 
with the highest average residue concentration relative to that 
commodity’s pesticide tolerance; and (4) the number of presumptive 
tolerance violations. Because the AMS data were derived from a survey 
that contains sampling error, we calculated confidence intervals for each 
estimate to help us understand the reliability of these estimates. 


For both the restricted and unrestricted methods of analysis, we were 
generally unable to use AMS’s data to analyze pesticide residue 
detections separately by the place of origin of the 10 commodities we 
examined. AMS’s files include data on whether the sampled commodities 
were grown domestically or imported, but there was not a sufficient and 
balanced number of both domestic and imported samples for reliable 
comparisons of the frequency or amount of residues detected. Nearly all 
sampled apples, bananas, broccoli, lettuce, and potatoes were from one 
type of origin (either imported or domestic), and green beans and pears 
had sample sizes that were larger (at least 90) in each group, but the 
differential between imported and domestic sample sizes was still of a 
magnitude greater than 4. Cantaloupe, peaches, and sweet bell peppers 
had larger numbers of both domestic and imported samples to more 
reliably analyze and report findings related to origin. 


To examine limitations, if any, in AMS’s efforts to collect residue data, we 
compared the agency’s methods and its reporting of those methods with 
standards established by OMB’s Standards and Guidelines for Statistical 
Surveys as well as other best practices in survey methodology.16


                                                                                                                     
16OMB, Standards and Guidelines for Statistical Surveys (September 2006); American 
Association for Public Opinion Research, Best Practices for Survey Research, 


 In 
particular, we evaluated AMS’s survey practices for addressing 
components of coverage error, nonresponse error, and sampling error. 
We interviewed AMS officials regarding the agency’s collection and 
reporting of Pesticide Data Program data. We also interviewed (1) a 
former AMS statistician who was involved in the initial design of the 
Pesticide Data Program about the survey methodology used for gathering 


http://www.aapor.org//Best_Practices1.htm; and Federal Committee on Statistical 
Methodology, Measuring and Reporting Sources of Error in Surveys (July 2001). 
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the data and (2) EPA officials in the Office of Pesticide Programs about 
their use of the AMS data and their views on the data’s reliability. 


We conducted this performance audit from November 2012 to October 
2014 in accordance with generally accepted government auditing 
standards. Those standards require that we plan and perform the audit to 
obtain sufficient, appropriate evidence to provide a reasonable basis for 
our findings and conclusions based on our audit objectives. We believe 
that the evidence obtained provides a reasonable basis for our findings 
and conclusions based on our audit objectives. 
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The Food and Drug Administration (FDA) tests domestically grown and 
imported foods for pesticide residues to determine their compliance with 
pesticide tolerances established by the Environmental Protection Agency 
(EPA). When FDA tests commodities for compliance with EPA’s 
tolerances, it may find one or more violations. One type of violation 
occurs if FDA finds residue of a pesticide for which EPA has not 
established a tolerance for that commodity. Such residues are prohibited 
and constitute a violation of no tolerance. A second type of violation 
occurs if FDA finds residue that exceeds an established tolerance for that 
commodity. That is called a violation of tolerance. FDA also tests 
commodities for the residue of pesticides that are no longer registered by 
EPA for use but that may persist in the environment and for which FDA 
has established an “action level.” If FDA detects residue of an 
unregistered pesticide that exceeds an action level, according to FDA 
officials, the agency considers, on a case-by-case basis, whether the 
presence of such a residue in or on food would require an enforcement 
action to remove the food from commerce. 


As discussed in this report, FDA uses targeted methods for selecting 
domestic and imported foods for pesticide residue testing rather than a 
random selection method. The agency targets foods for testing on the 
basis of a variety of factors, including the compliance history of the food, 
grower, or country of origin; the importance of the food in the U.S. diet; 
and others. Because FDA uses targeted methods, the results only 
indicate the presence or absence of violations from among the foods that 
FDA chose to sample. 


In addition in this report, we examined the results of FDA’s testing of 10 
commonly consumed fruits and vegetables from 2008 through 2012. The 
10 commodities are apples, bananas, broccoli, cantaloupe, green beans, 
lettuce, peaches, pears, potatoes, and sweet bell peppers. Tables 9 
through 18 present FDA data for the 10 commodities by year from 1993 
through 2012. Specifically, the tables provide the number of samples of 
each commodity FDA tested, the number of samples FDA found to have 
at least one violation, and the number and type of violations found in each 
year.1


                                                                                                                     
1Data on the third type of violation—action level violations—are shown in notes to the 
tables.  


 Tables 9 through 18 also indicate whether the food was of 
domestic or imported origin. Because FDA may detect multiple violations 
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in a single sample, the total number of violations detected may exceed 
the number of samples with one or more violations. 


Table 9: Results of FDA Pesticide Residue Tolerance Compliance Testing of Apples from 1993 through 2012, by Violation 
Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 313 101  2 3  4 6  0 0 
1994 85 36  1 1  0 1  4 0 
1995 202 48  0 4  0 8  0 0 
1996 217 59  6 0  8 0  0 0 
1997 194 58  1 1  0 2  1 0 
1998 219 55  1 0  1 0  0 0 
1999 193 116  0 0  0 0  0 0 
2000 214 50  1 1  4 2  0 0 
2001 233 54  1 3  1 4  0 8 
2002 167 38  0 1  0 4  0 0 
2003 183 62  2 0  2 0  0 0 
2005 142 32  0 2  0 5  0 0 
2006 140 30  1 0  1 0  0 0 
2007 136 40  0 1  0 1  0 2 
2008 118 11  0 1  0 2  0 2 
2009 91 18  0 1  0 1  0 0 
2010 123 a 28  0 0  0 0  0 0 
2011 84 21  0 2  0 2  0 0 
2012 104 25  1 0  1 0  0 0 
Total 3,158 882  17 21  22 38  5 12 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
a


 


Our analysis focuses on two types of violation; violations of no tolerance and violations of tolerance. 
FDA also may establish, as guidance, a nonbinding level, known as an action level, for an 
unavoidable residue of a cancelled pesticide that persists in the environment. FDA detected pesticide 
residues that exceeded action levels in two domestic and three imported apple samples in 2010, 
which are not shown in the table. 
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Table 10: Results of FDA Pesticide Residue Tolerance Compliance Testing of Bananas from 1993 through 2012, by Violation 
Type and Origin 


 Number of samples  
Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 6 188  0 0  0 0  0 0 
1994 2 281  0 2  0 8  0 0 
1995 31 231  0 1  0 0  0 2 
1996 9 251  0 0  0 0  0 0 
1997 7 329  0 0  0 0  0 0 
1998 5 158  0 0  0 0  0 0 
1999 3 200  0 0  0 0  0 0 
2000 2 294  0 1  0 4  0 0 
2001 0 86  0 0  0 0  0 0 
2002 0 76  0 0  0 0  0 0 
2003 2 116  0 1  0 1  0 0 
2005 1 24  0 0  0 0  0 0 
2006 2 18  0 0  0 0  0 0 
2007 0 41  0 0  0 0  0 0 
2008 0 11  0 0  0 0  0 0 
2009 1 13  0 0  0 0  0 0 
2010 0 18  0 0  0 0  0 0 
2011 0 15  0 0  0 0  0 0 
2012 1 13  0 0  0 0  0 0 
Total 72 2,363  0 5  0 13  0 2 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
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Table 11: Results of FDA Pesticide Residue Tolerance Compliance Testing of Broccoli from 1993 through 2012, by Violation 
Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 59 80  1 0  1 0  0 0 
1994 23 68  0 0  0 0  0 0 
1995 23 50  0 0  0 0  0 0 
1996 26 36  0 0  0 0  0 0 
1997 23 43  0 0  0 0  0 0 
1998 13 39  0 0  0 0  0 0 
1999 26 63  0 2  0 2  0 6 
2000 14 36  0 0  0 0  0 0 
2001 24 a 33  2 0  1 0  4 0 
2002 28 52  0 0  0 0  0 0 
2003 27 45  0 0  0 0  0 0 
2005 23 58  0 0  0 0  0 0 
2006 12 43  1 0  0 0  2 0 
2007 13 58  0 1  0 2  0 0 
2008 13 68  0 1  0 2  0 0 
2009 11 47  0 0  0 0  0 0 
2010 13 59  0 2  0 1  0 2 
2011 4 59  0 1  0 0  0 2 
2012 7 27  0 0  0 0  0 0 
Total 382 964  4 7  2 7  6 10 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
a


 


Our analysis focuses on two types of violation; violations of no tolerance and violations of tolerance. 
FDA also may establish, as guidance, a nonbinding level, known as an action level, for an 
unavoidable residue of a cancelled pesticide that persists in the environment. FDA detected pesticide 
residue that exceeded an action level in one domestic sample of broccoli in 2001, which is not shown 
in the table. 
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Table 12: Results of FDA Pesticide Residue Tolerance Compliance Testing of Cantaloupe from 1993 through 2012, by 
Violation Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 53 118  0 1  0 0  0 2 
1994 64 57  0 9  0 11  0 6 
1995 45 90  1 11  2 17  0 4 
1996 75 106  3 12  7 24  0 0 
1997 64 81  1 1  1 2  0 0 
1998 26 63  0 5  0 8  0 2 
1999 41 91  0 0  0 0  0 0 
2000 18 44  0 0  0 0  0 0 
2001 21 39  0 0  0 0  0 0 
2002 22 49  0 0  0 0  0 0 
2003 22 18  0 0  0 0  0 0 
2005 44 4  0 0  0 0  0 0 
2006 4 4  0 0  0 0  0 0 
2007 18 8  1 0  3 0  0 0 
2008 3 7  0 0  0 0  0 0 
2009 17 3  0 0  0 0  0 0 
2010 6 8  0 1  0 2  0 0 
2011 4 22  0 2  0 2  0 2 
2012 16 6  0 0  0 0  0 0 
Total 563 818  6 42  13 66  0 16 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
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Table 13: Results of FDA Pesticide Residue Tolerance Compliance Testing of Green Beans from 1993 through 2012, by 
Violation Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 89 72  0 10  0 21  0 6 
1994 135 100  1 15  2 28  0 4 
1995 101 103  0 13  0 29  0 4 
1996 120 60  0 3  0 7  0 0 
1997 163 91  4 12  18 26  3 4 
1998 98 144  1 14  2 34  0 2 
1999 111 100  2 11  2 24  2 2 
2000 124 73  0 10  0 25  0 0 
2001 79 57  2 3  4 2  0 10 
2002 83 80  1 7  2 11  0 4 
2003 64 78  2 17  4 38  0 1 
2005 78 114  1 19  1 36  0 0 
2006 34 97  0 7  0 16  0 0 
2007 28 116  2 3  4 5  0 0 
2008 27 103  1 9  2 20  0 0 
2009 34 104  1 4  1 10  0 0 
2010 37 129  2 3  1 5  1 0 
2011 37 58  1 7  1 13  0 0 
2012 17 43  1 3  1 5  0 0 
Total 1,459 1,722  22 170  45 355  6 37 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
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Table 14: Results of FDA Pesticide Residue Tolerance Compliance Testing of Lettuce from 1993 through 2012, by Violation 
Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 143 43  5 7  5 8  6 6 
1994 70 37  5 0  8 0  0 0 
1995 87 50  6 4  2 2  18 10 
1996 80 45  2 1  1 2  6 0 
1997 67 a 27  1 0  1 0  0 0 
1998 31 28  0 1  0 2  0 0 
1999 35 47  0 2  0 12  0 0 
2000 34 17  0 0  0 0  0 0 
2001 23 22  0 3  0 8  0 2 
2002 19 13  0 0  0 0  0 0 
2003 49 6  3 1  5 2  0 0 
2005 44 29  1 2  1 3  0 0 
2006 38 7  1 0  4 0  0 0 
2007 36 33  2 0  0 0  4 0 
2008 54 28  1 0  1 0  0 0 
2009 73 30  2 0  2 0  0 0 
2010 35 23  0 0  0 0  0 0 
2011 7 34  0 0  0 0  0 0 
2012 3 2  0 0  0 0  0 0 
Total 928 521  29 21  30 39  34 18 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
a


 


Our analysis focuses on two types of violation; violations of no tolerance and violations of tolerance. 
FDA also may establish, as guidance, a nonbinding level, known as an action level, for an 
unavoidable residue of a cancelled pesticide that persists in the environment. FDA detected pesticide 
residue that exceeded an action level in one domestic sample of lettuce in 1997, which is not shown 
in the table. 
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Table 15: Results of FDA Pesticide Residue Tolerance Compliance Testing of Peaches from 1993 through 2012, by Violation 
Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 135 63  7 0  4 0  8 0 
1994 244 80  3 3  7 10  3 0 
1995 200 52  2 2  2 6  1 0 
1996 125 41  0 3  0 7  0 0 
1997 162 33  2 1  2 2  3 0 
1998 149 46  0 1  0 0  0 2 
1999 130 27  0 0  0 0  0 0 
2000 116 44  1 2  0 4  2 0 
2001 85 26  4 1  9 1  1 0 
2002 96 a 43  2 1  1 0  0 3 
2003 95 36  2 1  3 0  0 2 
2005 80 16  2 0  0 0  8 0 
2006 52 21  1 0  0 0  2 0 
2007 36 16  1 0  1 0  0 0 
2008 29 15  0 0  0 0  0 0 
2009 35 8  0 0  0 0  0 0 
2010 44 11  6 0  5 0  2 0 
2011 20 17  2 0  2 0  0 0 
2012 24 19  1 1  1 0  1 0 
Total 1,857 614  36 16  37 30  31 7 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
a


 


Our analysis focuses on two types of violation; violations of no tolerance and violations of tolerance. 
FDA also may establish, as guidance, a nonbinding level, known as an action level, for an 
unavoidable residue of a cancelled pesticide that persists in the environment. FDA detected pesticide 
residue that exceeded an action level in one domestic sample of peaches in 2002, which is not shown 
in the table. 
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Table 16: Results of FDA Pesticide Residue Tolerance Compliance Testing of Pears from 1993 through 2012, by Violation 
Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations  
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 29 89  1 8  2 14  0 2 
1994 53 106  0 20  0 35  0 4 
1995 70 65  5 1  5 2  0 0 
1996 69 61  0 1  0 0  0 2 
1997 88 88  3 0  5 0  0 0 
1998 49 44  1 0  1 0  0 0 
1999 28 73  0 0  0 0  0 0 
2000 72 63  0 0  0 0  0 0 
2001 34 92  0 11  0 34  0 3 
2002 40 45  0 2  0 2  0 0 
2003 43 48  0 4  0 4  0 0 
2005 33 34  4 1  4 2  0 0 
2006 17 16  0 1  0 2  0 0 
2007 20 28  7 4  7 7  0 0 
2008 14 18  0 0  0 0  0 0 
2009 9 8  0 0  0 0  0 0 
2010 18 13  0 0  0 0  0 0 
2011 15 18  0 5  0 5  0 0 
2012 18 a 16  1 1  3 0  0 0 
Total 719 925  22 59  27 107  0 11 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
a


 


Our analysis focuses on two types of violation; violations of no tolerance and violations of tolerance. 
FDA also may establish, as guidance, a nonbinding level, known as an action level, for an 
unavoidable residue of a cancelled pesticide that persists in the environment. FDA detected two 
action level violations in imported pears in 2012, which are not shown in the table. 
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Table 17: Results of FDA Pesticide Residue Tolerance Compliance Testing of Potatoes from 1993 through 2012, by Violation 
Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 213 49  0 0  0 0  0 0 
1994 192 26  0 0  0 0  0 0 
1995 270 23  8 0  18 0  7 0 
1996 234 78  2 0  4 0  0 0 
1997 174 a 20  2 0  0 0  0 0 
1998 142 a 26  5 4  4 8  0 0 
1999 116 a 38  3 0  3 0  0 0 
2000 102 14  2 0  4 0  0 0 
2001 142 15  6 0  0 0  12 0 
2002 124 33  0 0  0 0  0 0 
2003 98 55  1 3  2 14  0 0 
2005 124 36  0 2  0 3  0 0 
2006 88 28  0 4  0 12  0 0 
2007 79 40  0 0  0 0  0 0 
2008 82 40  0 1  0 2  0 0 
2009 43 26  0 1  0 2  0 2 
2010 76 40  3 2  1 2  11 2 
2011 46 45  0 0  0 0  0 0 
2012 56 26  0 2  0 2  0 0 
Total 2,401 658  32 19  36 45  30 4 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
a


 


Our analysis focuses on two types of violation; violations of no tolerance and violations of tolerance. 
FDA also may establish, as guidance, a nonbinding level, known as an action level, for an 
unavoidable residue of a cancelled pesticide that persists in the environment. FDA detected six action 
level violations in domestic potatoes in 1997, one in domestic potatoes in 1998, and one in domestic 
potatoes in 1999, which are not shown in the table. 
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Table 18: Results of FDA Pesticide Residue Tolerance Compliance Testing of Sweet Bell Pepper from 1993 through 2012, by 
Violation Type and Origin 


 
Number of samples  


Samples with one 
or more violations  


Number of violations 
of no tolerance  


Number of violations 
of tolerance 


Year Domestic Imported  Domestic Imported  Domestic Imported  Domestic Imported 
1993 48 199  0 1  0 0  0 3 
1994 43 230  1 10  0 23  2 6 
1995 40 309  0 8  0 14  0 2 
1996 80 251  0 1  0 0  0 2 
1997 85 200  0 0  0 0  0 0 
1998 29 176  0 6  0 8  0 2 
1999 37 187  0 5  0 11  0 0 
2000 21 139  0 5  0 12  0 0 
2001 14 221  0 19  0 56  0 4 
2002 14 276  0 20  0 77  0 4 
2003 32 418  0 30  0 100  0 3 
2005 47 235  0 8  0 9  0 3 
2006 15 161  0 8  0 20  0 0 
2007 12 200  2 8  4 16  0 4 
2008 12 80  0 2  0 4  0 0 
2009 19 144  0 7  0 13  0 2 
2010 12 106  0 7  0 10  0 0 
2011 21 108  0 4  0 6  0 1 
2012 11 37  0 1  0 5  0 0 
Total 592 3,677  3 150  4 384  2 36 


Source: GAO analysis of FDA data.  |  GAO-15-38 


Note: Because FDA may detect multiple violations in a single sample, the total number of violations 
detected may exceed the number of samples with one or more violations. FDA was not able to 
provide us with test results from 2004 that were comparable in detail to the other years. Therefore, we 
could not include that year in our analysis of pesticide residue test results. 
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To analyze pesticide residues in foods over time, we took into account 
changes in how agencies collected residue data and changes in pesticide 
tolerances. In this appendix, we discuss how changes in the Agricultural 
Marketing Service’s (AMS) methods of testing foods for pesticide 
residues and in the Environmental Protection Agency’s (EPA) established 
pesticide tolerances can affect the comparability of the residue data from 
AMS’s Pesticide Data Program at different points in time. In particular, we 
found that changes to the set of pesticides AMS tested for, improvements 
in AMS’s ability to detect smaller quantities of pesticide residue, and 
changes made by EPA to the established tolerance for a particular 
pesticide/commodity combination limited our ability to analyze residue 
data at different points in time. 


To develop comparable measures for examining changes in residue 
detections at different points in time, we performed an analysis that 
focused on the set of pesticides; limits of detection, which is the 
concentration of a residue that AMS could detect with accuracy; and 
tolerances that were common to all years that we reviewed (1998 through 
2012) for each particular commodity. The data that AMS collected in 
recent years were generally more extensive than the data the agency 
collected in earlier years because it added pesticides to its testing 
program and lowered its limits of detection for particular pesticides. In our 
analysis, we “restricted” the data on pesticides from recent years, 
meaning that we assumed that the older methods were still in use and, 
therefore, excluded more recent data that AMS collected with new 
methods. This allowed us, for the period of our review, to make 
comparisons between data on pesticide residues, limits of detection, and 
tolerances in effect during the earlier years. However, because the data 
collected in the earlier years were generally less extensive, it was not 
possible to estimate the residues that would have been detected in earlier 
years if the list of pesticides, limits of detection, and tolerances in effect in 
recent years had been in effect in those earlier years. Therefore, our 
analysis is able to provide a comparison at different points in time for only 
the restricted set of pesticides, assuming generally higher limits of 
detection. We are unable to assess changes at different points in time for 
pesticides that were added to the list of pesticides that AMS tested for in 
recent years or for concentrations of residues only detectable with more 
sensitive testing equipment that became available in recent years. 


To analyze pesticide residue data at different points in time, we selected 
the 3 most recent years of AMS data for 10 commodities; apples, 
bananas, broccoli, cantaloupe, green beans, lettuce, peaches, pears, 
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potatoes, and sweet bell peppers. Due to AMS’s staggered sampling 
schedule, it was not possible to select the same years for all 10 
commodities. Table 19 shows the 3 most recent years in which AMS 
tested the 10 commodities for pesticide residue, from 1998 through 2012. 


Table 19: Agricultural Marketing Service (AMS) Pesticide Data Program Data 
Selected for Analysis for the Most Recent 3 Years of Testing of the Commodity  


Commodity Year 1 Year 2 Year 3 
Apples  2001 2004 2010 
Bananas  2002 2006 2012 
Broccoli  2001 2002 2007 
Cantaloupe  1999 2004 2011 
Green beans  2000 2004 2008 
Lettuce  2000 2005 2010 
Peaches  2001 2007 2008 
Pears  1998 2004 2010 
Potatoes  2001 2002 2009 
Sweet bell peppers  2000 2003 2010 


Source: AMS.  |  GAO-15-38 
 


To restrict the data set, we identified three characteristics of AMS’s 
testing that could have changed over time: (1) the list of pesticides that 
AMS tested for annually;(2) the concentration of a residue that AMS could 
detect with accuracy, or limit of detection; and (3) the tolerance 
established by EPA for a particular pesticide/commodity combination and 
against which the test results were measured to determine whether the 
residue exceeded that tolerance. 


To restrict the list of pesticides, we refined the list of all pesticides for 
which AMS tested each commodity to only the pesticides that AMS tested 
that commodity for in each of the 3 years. For example, AMS tested 
apples for 93, 175, and 184 pesticides in 2001, 2004, and 2010, 
respectively. The restricted list we used for our analysis consisted of the 
83 pesticides that AMS tested apples for in each of the 3 years and, 
therefore, excluded the remaining pesticides (i.e., 10 from 2001, 92 from 
2004, and 101 from 2010). 


To restrict the data with regard to limit of detection, we identified the 
highest level AMS used for a particular pesticide in the first of the 3 years 
it tested the commodity and used that value in our analyses for the 
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second and third years of testing as well.1


To restrict the data with regard to EPA tolerances, we identified the 
tolerance for each pesticide/commodity combination in the first year and 
used that value in our analyses of the second and third years as well. For 
example, the tolerance for the pesticide methamidophos on green beans 
was 0.02 parts per million in year 2000; we used that tolerance in our 
analysis of residue data for green beans in 2004 and 2010 as well, even 
though by 2010 EPA had changed the tolerance to 3.0 parts per million. 
Restricting the tolerance only affects our analysis of the average 
concentration of residues relative to tolerance. It does not affect the 
analysis of the number of residues per sample or the average number of 
residues per sample. We note that our approach is limited by the fact that 
an EPA change to a tolerance may either increase it or decrease it. For 
the purposes of our analysis of pesticide residue concentrations as a 
percentage of tolerance over time in this appendix, we used the tolerance 
from the first year.


 For example, the highest limit 
of detection for the pesticide methomyl on cantaloupe was 0.032 parts 
per million in 1999. By 2011, the highest limit of detection for methomyl 
on cantaloupe had changed to 0.01 parts per million. We used the highest 
limit of detection for the methomyl/cantaloupe combination in 1999 in our 
analysis of all 3 years of restricted cantaloupe data. 


2


 


 


Using the data that we restricted to account for changes in pesticides 
tested for, limits of detection, and tolerances, we examined the residue 
data for each of the 10 commodities to determine the number of residues 
AMS detected over time and the pesticide residue with the highest 
average concentration relative to that pesticide’s tolerance. For some 
commodities, there was little change in the number of detected residues 
at different points in time. For example, broccoli—one of the 10 
commodities with relatively few detections—had an average of 0.2 
pesticide residues per sample in 2001, 2002, and 2007 when the testing 


                                                                                                                     
1In some cases, variations in testing technology across laboratories in a given year meant 
that there were multiple limits of detection for one commodity in a year. 
2Elsewhere in this report, we presented our analysis of the pesticide with the highest 
residue concentration as a percentage of tolerance for each of the 10 select commodities 
in the most recent year of AMS testing. For that analysis, we used the tolerance as 
established for that year. 


Comparison of Restricted 
AMS Data Over Time 
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methods used in 2001 were applied to those years.3


Table 20: Average Number of Pesticides Detected per Commodity Sample, Using 
Restricted Agricultural Marketing Service (AMS) Data for the Most Recent 3 Years of 
Testing 


 Peaches—one of the 
commodities with more detected residues—averaged 3.6 residues per 
sample in 2001, 2.2 residues per sample in 2007, and 2.1 residues per 
sample 2008 when the methods used in 2001 were applied to each year. 
For the set of pesticides and limits of detection that were common across 
the 3 years, there was little change in the number of residues detected on 
most of the 10 commodities. Table 20 presents the average number of 
pesticide residues detected per sample for all 10 commodities, using 
restricted data from the 3 most recent years of AMS testing. 


Commodity Year 1 Year 2 Year 3 
Apples 2.0 1.8a 1.4f 
Bananas 


k 
 0.4  0.3b  0.3g 


Broccoli 


l 
 0.2  0.2a  0.2b 


Cantaloupe 


i 


0.5  0.6c  0.1f 
Green beans 


m 
 1.6  1.6d  1.2f 


Lettuce 


n 
 0.5 0.8d  0.5h 


Peaches 


k 
 3.6  2.2a  2.1i 


Pears 


l 
 0.8  0.5e f  0.2  


Potatoes 


k 
 1.1  1.1a  1.0b 


Sweet bell peppers 


o 
 2.0 1.7d  1.4j 


Source: GAO analysis of AMS data.  |  GAO-15-38 


k 


Note: We analyzed AMS’s data for those commodities from the 3 most recent years in which the 
agency sampled them, which are not the same for every commodity because AMS uses a staggered 
sampling schedule. We restricted the AMS data to account for changes in pesticides AMS tested for, 
the limits of detection AMS attained, and EPA-established tolerances. Averages for all years are 
based on data that have been restricted to the pesticides, limits of detection, and tolerances in effect 
during the first year. Unless otherwise indicated, all relative margins of error for 95 percent confidence 
intervals are less than plus or minus 10 percent of the value of those numerical estimates. Instances 
in which the relative margins of error are less than plus or minus 21 percent are shaded. 
a


                                                                                                                     
3We calculated margins of error for 95 percent confidence intervals for the AMS data and 
present them in table 20 below. However, as we described in this report, there are 
limitations in AMS’s survey methods that lead us to have some concerns about using its 
data to make national estimates about the incidence and level of pesticide residues. 
Consequently, the results of our analyses are restricted to the samples taken by AMS for 
the 10 commodities we reviewed and are not meant to be generalized to the population of 
these commodities in the food supply. 


The AMS testing year was 2001. 
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bThe AMS testing year was 2002. 
cThe AMS testing year was 1999. 
dThe AMS testing year was 2000. 
eThe AMS testing year was 1998. 
fThe AMS testing year was 2004. 
gThe AMS testing year was 2006. 
hThe AMS testing year was 2005. 
iThe AMS testing year was 2007. 
jThe AMS testing year was 2003. 
kThe AMS testing year was 2010. 
lThe AMS testing year was 2012. 
mThe AMS testing year was 2011. 
nThe AMS testing year was 2008. 
o


 
The AMS testing year was 2009. 


We also analyzed the restricted AMS data to identify changes in the 
highest average concentration relative to that pesticide’s tolerance at 
different points in time. In some commodities, there was little change over 
time. For example, the pesticide that AMS detected on bananas in Year 1 
(2002) with the highest average concentration relative to its tolerance was 
imazalil at 2.4 percent relative to tolerance. We found that imazalil was 
also the pesticide with the highest average concentration relative to its 
tolerance in Year 2 (2006) at 0.9, and thiabendazole was the highest in 
Year 3 (2012) with 0.5 percent. Table 21 presents the pesticide with the 
highest average concentration relative to that pesticide’s tolerance for 
each of the 10 commodities, using restricted data from the three 3 most 
recent years of AMS testing. 


 


 


 


 


  







 
Appendix III: Analysis of Pesticide Residues at 
Different Points in Time, Taking into Account 
Changes in Monitoring Methodologies and 
Pesticide Tolerances 
 
 
 


Page 91 GAO-15-38  Pesticide Residue Monitoring 


Table 21: Pesticide Residue with the Highest Average Concentration Relative to 
That Pesticide’s Tolerance, Using Restricted Agricultural Marketing Service (AMS) 
Data 


Commodity 


Concentration as a 
percentage of 


tolerance in Year 1 


Concentration as a 
percentage of 


tolerance in Year 2 


Concentration as a 
percentage of 


tolerance in Year 3 
Apples 5.8% 3.7% 3.5% 
Bananas 2.4%  0.9%  0.5% 
Broccoli  0.1%  <0.1%  0.3% 
Cantaloupe  2.1%  3.2% 0.5% 
Green beans  135.2% a 169.9%  137.0% 
Lettuce  0.1% 11.0%  2.0% 
Peaches  6.8%  7.6% 4.8% 
Pears  2.3%  0.7%  0.2% 
Potatoes  3.6% 4.6%  4.0% 
Sweet bell peppers  2.2% 1.4%  1.5% 


Source: GAO analysis of AMS data.  |  GAO-15-38 


Note: We restricted the AMS data to account for changes in pesticides AMS tested for, the limits of 
detection AMS attained, and EPA-established tolerances. For the restricted data, all relative margins 
of error for 95 percent confidence intervals are less than plus or minus 40 percent of the value of the 
numerical estimates, with 10 exceptions. Five of the exceptions have relative margins of error that are 
less than plus or minus 86 percent and are shaded, while five have relative margins of error that are 
less than plus or minus 196 percent and are indicated in bold. For estimates with large relative 
margins of error, the particular value of the estimate should be interpreted with caution. Instead, for 
such estimates presented in this table, a more cautious interpretation is a general one: for the 
different time points we examined, the average concentration remained a small percentage of 
tolerance. 
a


 


The pesticide AMS detected with the highest concentration relative to its tolerance in green beans 
was methamidophos. In the first testing year shown, AMS frequently detected large concentrations of 
this pesticide, including seven presumptive tolerance violations. EPA subsequently raised the 
tolerance from 0.2 parts per million to 1 part per million, but the restricted data in the table do not 
reflect that or other changes in tolerance. Therefore, with respect to green beans, the table overstates 
the highest average concentration relative to the tolerance for methamidophos in the second and third 
years of testing. 


 
We also compared the original, or unrestricted, data to the restricted data 
to determine the effect that the changes in pesticides tested for, limits of 
detection, and EPA tolerances had on our analysis. We found the number 
of residues detected and the concentrations detected as a percentage of 
tolerance in the 3 most recent years were generally higher when using 
unrestricted data than when using restricted data. We also found that, 
regardless of whether we used unrestricted or restricted data, when 
pesticide residues were detected, they were detected at low 
concentrations relative to their established tolerances. 


Comparing Unrestricted 
AMS Pesticide Residue 
Data with Restricted AMS 
Data 
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Furthermore, we found that in the unrestricted AMS data set, the number 
of residues detected per commodity was higher when compared to the 
restricted data. We compared unrestricted AMS data to restricted AMS 
data for each of the 10 selected commodities to determine the effect of 
expanded testing methods on the number of pesticides detected in the 
most recent year. Broccoli is one commodity that shows that the 
enhanced testing methods, which were used in the most recent years, 
detected significantly more residues than the earlier testing methods. 
Using the restricted data, broccoli was one of the commodities least likely 
to have residues in test results that we examined. Specifically, 14 percent 
of the 720 individual samples of broccoli AMS tested in 2001 had 
detected residues, and about 20 and 17 percent of more than 735 
samples had detected residues in 2002 and 2007, respectively.4


If AMS’s 2001 testing methods had persisted, a significant number of 
residues would not have been detected in 2007. Therefore, enhanced 
testing methods allowed for the detection of additional residues in 2007, 
but our analysis does not indicate whether these residues would have 
been detected in earlier years if these enhanced testing methods had 
been used in those years as well. Table 22 presents a comparison of 
unrestricted and restricted AMS data from the most recent year of AMS 
testing for all 10 commodities. 


 Using 
the restricted data, we determined that AMS detected an average of 0.2 
residues on sampled broccoli in 2001, 2002, and 2007. The results of our 
two methods of analysis for broccoli were not substantially different for 
the first 2 years; our analysis using the unrestricted AMS data found an 
average of 0.4 residues for sampled broccoli in 2001 and 2002. However, 
in 2007, the unrestricted AMS data show that broccoli samples had an 
average of 1.7 residues per sample with detected residues on more than 
88 percent of broccoli samples. 


 


                                                                                                                     
4The 95 percent margin of error for percent of samples with detected residues for each 
year is within plus or minus 5 percentage points. 
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Table 22: Comparison of the Average Number of Pesticides Detected per Sample, 
Using Restricted and Unrestricted Agricultural Marketing Service (AMS) Data from 
the Most Recent Year of Testing  


Commodity Restricted data Unrestricted data 
Apples  1.4 a 5.2 
Bananas  0.3 b 1.3 
Broccoli  0.2 c 1.7 
Cantaloupe  0.1 d 0.5 
Green beans  1.2 e 1.9 
Lettuce  0.5 a 3.4 
Peaches  2.1 e 3.5 
Pears 0.2 a 1.7 
Potatoes  0.9 f 1.9 
Sweet bell peppers 1.4 a 4.3 


Source: GAO analysis of AMS data.  |  GAO-15-38 


Note: We restricted the AMS data to account for changes in pesticides AMS tested for, the limits of 
detection AMS attained, and EPA-established tolerances; unrestricted data do not account for those 
changes. For the restricted data, unless indicated, all relative margins of error for 95 percent 
confidence intervals are less than plus or minus 10 percent of the value of those numerical estimates. 
Five instances in which the relative margins of error are less than plus or minus 21 percent are shown 
in bold. For the unrestricted data, all relative margins of error are less than plus or minus 11 percent. 
aThe AMS testing year was 2010. 
bThe AMS testing year was 2012. 
cThe AMS testing year was 2007. 
dThe AMS testing year was 2011. 
eThe AMS testing year was 2008. 
f


 
The AMS testing year was 2009. 


We also found that using unrestricted rather than restricted data produced 
somewhat different results regarding the pesticide with the highest 
average residue concentrations relative to tolerance, but that the average 
concentrations were also low relative to their established tolerances.5


                                                                                                                     
5We did not consider in this analysis those pesticides that AMS detected on samples of 
any of the 10 commodities but that do not have an established tolerance for that 
commodity.  


 For 
example, the commodity with the pesticide with highest average 
concentration relative to its tolerance using the unrestricted data was 
potatoes, at 9.9 percent. That compared to 4.0 percent using the 
restricted data. 
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Differences in the concentrations relative to tolerance between the two 
types of data could suggest that tolerances were lowered or that the 
unrestricted data set of pesticides included pesticides with higher 
concentrations relative to tolerance in later years that were not part of the 
restricted data set. It was beyond the scope of our review to determine 
which, if any, of these scenarios occurred for each commodity. However, 
green beans provided a clear example of the effect that a change in 
tolerance could have on our analysis. In 2000, the tolerance for the 
pesticide methamidophos on green beans was 0.2 parts per million. In 
that year, AMS detected residues in about 27 percent of its green bean 
samples, with residue concentrations averaging 135 percent of the 
tolerance. Those detections included seven presumptive tolerance 
violations for that pesticide. After 2000, EPA increased the tolerance for 
methamidophos on green beans to 1 part per million. Using the restricted 
data, which assumes that the first year tolerance of 0.2 parts per million 
continues into the second and third year, AMS detected residues with 
concentrations that averaged about 170 and 137 percent of that 
tolerance, respectively. However, using unrestricted data from 2004 and 
2008 that accounted for the new tolerance of 1 part per million, we found 
that AMS detected residue concentrations averaging 3.4 percent and 0.9 
percent of the tolerance for methamidophos, respectively. Table 23 
presents the highest pesticide residue concentration as a percentage of 
tolerance in the most recent year of AMS testing for all 10 commodities 
using both unrestricted and restricted AMS data. 
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Table 23: Comparison of Restricted and Unrestricted Agricultural Marketing Service 
(AMS) Data for Pesticide Residue with the Highest Average Concentration Relative 
to That Pesticide’s Tolerance for the Most Recent Year of Testing 


 Concentration as a percentage 
of tolerance in most recent year 


Commodity Using restricted data  Using unrestricted data 
Apples  3.5% a 5.2% 
Bananas  0.5% b 0.7% 
Broccoli  0.3% c 0.1% 
Cantaloupe 0.5% d 0.9% 
Green beans  136.8% e 2.4% 
Lettuce  2.0% a 0.6% 
Peaches  4.8% e 4.8% 
Pears 0.2% a 2.9% 
Potatoes  4.0% f 9.9% 
Sweet bell peppers  1.5% a 2.8% 


Source: GAO analysis of AMS data.  |  GAO-15-38 


Note: We restricted the AMS data to account for changes in pesticides AMS tested for, the limits of 
detection AMS attained, and EPA-established tolerances; unrestricted data do not account for those 
changes. For the restricted data, all relative margins of error are less than plus or minus 40 percent of 
the numerical estimate with five exceptions that have relative margins of error that are less than plus 
or minus 196 percent and are shown in bold. For the unrestricted data, all relative margins of error 
are less than plus or minus 40 percent with two exceptions that have relative margins of error that are 
less than plus or minus 90 percent and are shown in bold. For estimates with large relative margins of 
error, the particular value of the estimate should be interpreted with caution. Instead, for such 
estimates presented in this table, a more cautious interpretation is a general one: for the different time 
points we examined, with the exception of green beans, the average concentration remained a small 
percentage of tolerance. 
aThe AMS testing year was 2010. 
bThe AMS testing year was 2012. 
cThe AMS testing year was 2007. 
dThe AMS testing year was 2011. 
eThe AMS testing year was 2008. 
f


 
The AMS testing year was 2009. 
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USDA Pesticide Data Program Sampling Frame Meeting


 Crystal City, Virginia

November 17-18, 2015





Tuesday, November 17th 

Meet and Greet (8:30 a.m. – 8:45 a.m.)


Opening Remarks (8:45 a.m. – 9:00 a.m.)


Introductions (9:00a.m. – 9:15 a.m.)


Program Overview (9:15 a.m. – 10:30 a.m.)


Break 10:30 a.m. – 10:45 a.m.


PDP Sampling Operations (10:45 a.m. – 12:00 p.m.)


Lunch 12:00 p.m. – 1:00 p.m.


NASS Site Selection (1:00 p.m. – 2:00 p.m.)


GAO Audit Comments (2:00 p.m. 3:00 p.m.)


Break 3:00 p.m. – 3:30 p.m.


GAO Audit Comments (3:30 p.m. 4:30 p.m.)


Adjourn for the Day 4:30 p.m.


Wednesday, November 18th 

Sampling Theory Discussion (8:30 a.m. – 10:00 a.m.)

Break 10:00 a.m. – 10:30 a.m.


Sampling Frame Statistical Discussion (10:30 a.m. – 12:00 p.m.)

Lunch 12:00 p.m. – 1:00 p.m.

Opportunities for Improvement (1:00 p.m. – 2:15 p.m.)


Meeting Wrap-Up (2:15 p.m. – 2:30 p.m.)

Adjourn for the Day 2:30 p.m.
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Foreword 
Uncertainty of measurement is the most important single parameter that describes the 
quality of measurements. This is because uncertainty fundamentally affects the 
decisions that are based upon the measurement result. Substantial progress has been 
made in devising procedures to estimate the uncertainty that originates in the 
analytical portion of the measurement, and guidance on these procedures is available 
[1]. However, a measurement almost invariably involves the process of taking a 
sample. This is because it is usually impossible to analyse the entire bulk of the 
material to be characterised (the sampling target). If the objective of the 
measurement is to estimate the value of the analyte concentration in a sampling target, 
then the uncertainty associated with the sampling process must inevitably contribute 
to the uncertainty associated with the reported result. It has become increasingly 
apparent that sampling is often the more important contribution to uncertainty and 
requires equally careful management and control. The uncertainty arising from the 
sampling process must therefore be evaluated. While existing guidance identifies 
sampling as a possible contribution to the uncertainty in a result, procedures for 
estimating the resulting uncertainty are not well developed and further, specific, 
guidance is required.  


Historically, measurement scientists have been primarily concerned with 
measurements made within laboratories, and the process of sampling has been 
conducted by, and the responsibility of, a different set of people who are often in 
separate organisations. The measurement scientist’s knowledge of the sampling 
process is then very limited. Conversely, the advent of in situ analytical techniques 
sometimes enables the measurement scientist to make measurements at the sampling 
site and in contact with the material to be sampled. Examples of this situation are 
process analysis within industrial production, and in situ measurements on 
contaminated land. The placing of the analytical sensor in these situations then 
constitutes the taking of a sample, and the measurement scientist becomes not only 
aware of, but responsible for, all stages of the measurement process, including the 
sampling. Such an awareness of the whole process is important, irrespective of the 
division of effort. Since analytical and sampling processes contribute to the 
uncertainty in the result, the uncertainty can only be estimated if there is an 
understanding of the complete process. Further, optimisation of the relative effort in 
sampling and analysis is only possible where sampling and analytical processes are 
both understood.  


If the different stages are the responsibility of different people, there needs to be good 
communication between all of the parties involved. Sampling planners and analytical 
scientists need to optimise the whole measurement procedure, and to devise a strategy 
to estimate the uncertainty. Both need to discuss the objectives of the measurements 
with the customer. All three parties need guidance from the appropriate regulator on 
how these estimates of uncertainty are to be acted upon, to ensure the reliability of the 
decisions based upon the measurements. To underpin these decisions, all the parties 
need reliable estimates of uncertainty, including that arising from sampling. Although 
no general guidance can replace expert advice in complex or critical cases, this Guide 
describes the methods needed to fulfil the need for reliable estimates of uncertainty 
from sampling for most analytical measurement systems. 
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Summary  
This Guide aims to describe various methods that can be used to estimate the 
uncertainty of measurement, particularly that arising from the processes of sampling 
and the physical preparation of samples. It takes a holistic view of the measurement 
process to include all of these steps as well as the analytical process, in the case where 
the measurand is defined in term of the value of the analyte concentration in the 
sampling target, rather than in just the sample delivered to the laboratory. The Guide 
begins by explaining the importance of knowing the total uncertainty in a 
measurement for making reliable interpretation of measurements, and judging their 
fitness for purpose. It covers the whole measurement process, defining each of the 
component steps, and describing the effects and errors that cause uncertainty in the 
final measurement.  


Two main approaches to the estimation of uncertainty from sampling are described. 
The empirical approach uses repeated sampling and analysis, under various 
conditions, to quantify the effects caused by factors such as the heterogeneity of the 
analyte in the sampling target and variations in the application of one or more 
sampling protocols, to quantify uncertainty (and usually some of its component parts). 
The modelling approach uses a predefined model that identifies each of the 
component parts of the uncertainty, making estimates of each component, and sums 
them in order to make an overall estimate. Models from sampling theory can 
sometimes be used in this approach to estimate some of the components from a 
knowledge of the characteristics of particulate constituents.  


Worked examples are given of each of these approaches, across a range of different 
application areas. These include investigations of the environment (of soil and water), 
of food (at growing and processing) and of animal feed. The estimates of the total 
uncertainty of measurement range from a few per cent up to 84% relative to the 
measurand. The contribution of the sampling is occasionally small but is often 
dominant (>90% of the total measurement variance). This suggests an increased 
proportion of the expenditure needs to be aimed at the sampling, rather than the 
chemical analysis, if the total uncertainty needs to be reduced in order to achieve 
fitness for purpose. 


Management issues addressed include the responsibility of the quality of the whole 
measurement process, which needs to include the sampling procedure. Guidance is 
given on the selection of the most appropriate approach for any application, and 
whether one initial validation of the system is sufficient, or whether there is a need for 
ongoing monitoring of the uncertainty from sampling using quality control of 
sampling. The extra cost of estimating uncertainty is also considered in relation to the 
cost savings that can be made by knowing the uncertainty of measurement more 
reliably. 


Such a Guide can never be fully comprehensive, and although there are appendices 
with details of some of the statistical techniques employed and sources of more 
detailed advice, there will often be a need for expert advice in more complex 
situations. This Guide aims to be a useful introduction to this subject, but we hope it 
will also stimulate further research into improved methods of uncertainty estimation.  
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PART 1 – Introduction and scope 


1 Introduction 


1.1 Rationale for the Guide 
The main purpose of measurement is to enable decisions to be made. The reliability of these 
decisions depends on knowing the uncertainty of the measurement results. If the uncertainty 
of measurements is underestimated, for example because the sampling is not taken into 
account, then erroneous decisions may be made that can have large financial consequences. 
The fitness for purpose of measurement results can only be judged by having reliable 
estimates of their uncertainty. For this reason it is essential that effective procedures are 
available for estimating the uncertainties arising from all parts of the measurement process. 
These must include uncertainties arising from any relevant sampling and physical preparation. 
Judgements on whether the analytical contribution to the uncertainty is acceptable can only be 
made with knowledge of the uncertainty originating in the rest of the measurement procedure. 


1.2 Aim of the Guide 
1.2.1 The aim of this Guide is to explain the rationale, and practical application, of the 
methods available for the estimation of uncertainty that includes the contribution from 
sampling. The Guide does not aim to recommend individual sampling protocols, which are 
often prescribed in other documents or regulations, but rather to consider the measurement 
uncertainty generated by whatever protocol is employed.  


1.2.2 The Guide also aims to explain the importance of sampling to the overall uncertainty 
budget, and hence to the reliability of the consequent decisions made using the measurements. 
As well as explaining how to estimate the uncertainty, the Guide will explain the justification 
for including sampling in the overall management of the measurement process. 


1.2.3 Unlike the assumption that is often made for estimates of uncertainty for an 
analytical method, an estimate for one sampling protocol for one batch of material should not 
be assumed as automatically applicable to any subsequent batch of material. For example, 
depending on the sampling target, the degree of heterogeneity (i.e. inhomogeneity) may have 
changed substantially. There will be a need, therefore, for routine monitoring of key 
parameters of sampling quality to examine and update estimates of uncertainty for subsequent 
batches. 


1.3 Application to judging fitness for purpose 
One of the main benefits of knowing the uncertainty of a measurement is to enable a 
stakeholder to judge its fitness for any particular purpose. A proper understanding of 
uncertainty from sampling must therefore be embedded in the broader perspective of fitness 
for purpose. This is important for two reasons. Firstly, it ensures that the estimate of 
uncertainty of each measurement is realistic when compared with the optimal value of 
uncertainty required to give reliable decisions. Secondly, given this level of uncertainty that is 
required to be fit for purpose, it is necessary to distribute effort (or expenditure) between the 
sampling and the analytical aspects of the measurement process in order to obtain the required 
uncertainty most economically. These ideas are developed further, and a quantitative 
approach to judging fitness for purpose by balancing uncertainty against cost is introduced, in 
Section 16. 
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1.4 Intended audience for the Guide 
This Guide is intended primarily for specialists such as sampling planners and for analytical 
chemists who need to estimate the uncertainty associated with their measurement results. 
Other stakeholders should seek specialist advice for particular applications. 


1.5 Relationship of this Guide to other documents 
1.5.1 Current practice in the estimation of uncertainty for a broad range of measurements 
follows the ‘Guide to the Expression of Uncertainty in Measurement’ (‘the GUM’) [2], 
published in 1993 by ISO in collaboration with BIPM, IEC, IFCC, IUPAC, IUPAP and 
OIML. The GUM sets out the concepts required, established the general principles, and 
provided a procedure applicable to cases where an adequate model of the measurement 
process is available. The application of this approach to chemical analysis was described in 
1995 in a Eurachem Guide for ‘Quantifying Uncertainty in Analytical Measurement’ [3], and 
broadened to include the use of validation and method performance data in a second edition in 
2000 [1]. Other useful contributions to the practical estimation of uncertainty of analytical 
measurements using collaborative study data have been made by the Analytical Methods 
Committee of the Royal Society of Chemistry in 1995 [4], and by ISO TC/69 in 2004 [5]. 
This Guide on sampling is consistent with the general principles established in the GUM. 


1.5.2 Sampling theory has developed largely independently of analytical chemistry and 
chemical metrology. Sampling quality has generally been addressed in sampling theory by the 
selection of a ‘correct’ sampling protocol, appropriate validation, and training of sampling 
personnel (i.e. samplers) to ensure that this protocol is applied correctly [6]. It is then 
assumed that the samples will be representative and unbiased, and the variance will be that 
predicted by the model.  


1.5.3 An alternative approach is to estimate the uncertainty of sampling for typical 
materials, or for sampling targets, during validation of the sampling protocol, and to confirm 
compliance in practice using ongoing quality control. This is more consistent with procedures 
already in place for the rest of the measurement process. Interestingly, the quality of sampling 
is only quantifiable through the measurements that are made upon the resultant samples.  


1.5.4 Sampling protocols have been written to describe the recommended procedure for 
the sampling of innumerable types of material and for many different chemical components. 
These protocols are sometimes specified in regulation or in international agreementsa[7]. 
These procedures rarely identify the relative contributions of sampling and chemical analysis 
to the combined uncertainty.b  


1.5.5 There is accordingly a range of prior literature on the theory and practice of 
sampling. As explained in Section 1.2.1, this Guide therefore does not seek to propose further 
sampling protocols but rather to provide methodologies to quantify the uncertainty that arises 
when a given protocol is used. 


1.5.6 A handbook describing procedures for the estimation of uncertainty from sampling, 
derived from this Guide but with further case studies, has been prepared by the Nordtest 
group [8]. 


                                                 
a The ‘acceptance sampling procedures’ are applied to the sampling of a wide range of materials [7]. 
b Some concepts from sampling theory can be usefully adapted for estimation of uncertainty of measurement 
(Section 10.2). 







Scope and field of application 


UfS:2007   Page 3 


1.6 Using the Guide 
1.6.1 This document summarises the concepts necessary for understanding uncertainty in 
sampling, and provides procedures that allow their practical implementation. The Guide 
additionally covers issues related to management, quality assurance and reporting of results 
with uncertainty. The scope and intended field of application are set out in Section 2, which 
also summarises the approaches covered. Terminology is discussed in Section 3, and key 
terms defined in Appendix B. 


1.6.2 Fundamental concepts are covered in Sections 4 and 5. An overview of the 
measurement process is provided in Section 4. This includes an explanation of the sampling 
terminology used, and indicates which steps in the process are considered in detail in this 
Guide. Measurement uncertainty and its sources are discussed further in Section 5.  


1.6.3 Sections 6 to 10 describe methodologies for the estimation of uncertainty, with a 
discussion of the merits of the various options. The two broad approaches available are 
summarised in Section 6, and covered in detail in Sections 1 and 10 respectively. The intent is 
to provide a range of options that may be applied, rather than to specify any particular 
approach.  


1.6.4 Management and quality issues are addressed in Sections 11 to 1. These include a 
very brief discussion of responsibilities for quality in sampling (Section 11) before discussing 
the selection of uncertainty estimation approach in Section 1. The use of sampling quality 
control to monitor sampling performance is covered in Section 1. Reporting and use of 
uncertainty, and its effect on the reliability of decisions, are discussed in Section 14. Cost is 
an important factor and selection of the most cost-effective and appropriate method of 
estimation is explained in Section 15. Knowing the value of the uncertainty helps to judge the 
fitness for purpose of the measurement as a whole, and its component parts, and this is 
discussed in Section 16. 


1.6.5 A range of examples, a detailed glossary of terms and definitions used in this Guide, 
some important statistical procedures and experimental designs, and a discussion of 
improving sampling uncertainty using predictions from sampling theory are provided as 
appendices. 


2 Scope and field of application  
2.1 The principles of this Guide are applicable to the estimation of uncertainty from the 
full range of materials that are subject to analytical measurement (e.g. gaseous, liquid and 
solid). These include environmental media (e.g. rock, soil, water, air, waste and biota), foods, 
industrial materials (e.g. raw materials, process intermediaries and products), forensic 
materials and pharmaceuticals. This approach is applicable to sampling by any protocol, 
whether it uses single or composite samples, or single or multiple determinations. 


2.2 The Guide describes the estimation of uncertainty using i) replicated measurement 
and sampling (the ‘empirical approach’) and ii) modelling based on identified influence 
quantities and theoretical considerations (the ‘modelling approach’). 


2.3 The use of uncertainty estimates in the assessment of fitness for purpose and in the 
optimisation of effort among individual parts of the measurement process is covered. Methods 
of assessing fitness for purpose that are described include those based upon percentage of 
total variance and others based on cost-benefit analysis.
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2.4 Although the general principles of this Guide apply, it does not specifically discuss 
microbiological sampling. Nor does it discuss the estimation of uncertainty in spatial or 
temporal information such as the location or size of areas of high analyte concentration. 


3 Terminology 
3.1 The precise definitions of many of the terms used in this Guide vary depending on 
the area of application. A full listing of terms and their different definitions is given in 
Appendix B. In this Guide, normative definitions of each term have been selected that are as 
generally applicable as possible to all sectors of application. These terms are listed in 
Appendix B and in bold on first use in the text. 
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PART 2 – Fundamental concepts 


4 Sampling in the measurement process 


Figure 1: Schematic diagram of the typical measurement process 
 


 


 


 
 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


The figure shows a complete measurement process, starting with primary sampling and ending in the analytical 
determination. There are many intermediary steps, such as transportation and preservation of samples, not all of 
which are always present. Each step gives rise to a contribution towards the uncertainty of measurement. This 
Guide concentrates on the process steps of sampling and physical sample preparation (shaded boxes), as the 
last step is well covered in previous guidance [1]. Notice that two of the sampling steps occur within the 
laboratory (light grey) and are frequently considered to be part of the analytical process. For definitions of terms 
see Appendix B. 


A sampling target is the portion of material, at a particular time, that the sample (and therefore 
the measurement result) is intended to represent. The sampling target needs to be defined 
prior to the design of the sampling plan. It may be defined by regulation, such as the whole of 
a batch, lot or consignment. If the properties and characteristics (e.g. analyte concentration) of 
the material in a certain area, or time period, are of interest and must be known, then it can be 
considered a sampling target. When the composition of a whole batch is required (e.g. of a 
food material), then the whole batch constitutes the target. When the spatial (or temporal) 


   


Sampling 


Physical sample 
preparation 


Analysis 


Sampling Target Collection of a single sample, or several  
increments combined into composite sample  


Primary Sample Comminution and/or splitting 


Sub-sample Further comminution and/or splitting 


Laboratory
sample


Physical preparation, e.g. drying, sieving, 
milling, splitting, homogenisation 


Test sample Selection of test portion for chemical 
treatment preceding chemical analysis 


Test portion Chemical treatment leading to analytical 
determination 


Test solution Determination of analyte concentration 


Process step Form of 
material 


Description of process step 
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variation of concentration is required (e.g. in finding ‘hot spots’ within a contaminated 
material), then each location where the concentration is required will be a separate sampling 
target. Any one sampling target will ultimately generate one reported measurement result and 
an uncertainty. 


Primary samples are often made up of a number of increments, which are combined to form 
a composite sample before a measurement is made. It is the uncertainty on this single 
measurement value, made on this composite sample, and caused by all of the preparatory 
steps, that is required. The value of this uncertainty will often be affected by the number of 
increments that are taken. This contrasts with the situation when several distinct primary 
samples (n) are taken from different parts of the sampling target, and measured separately. If 
the composition of the sampling target is calculated by taking the mean value of these 
separate measurements, then the uncertainty on the mean value is calculated using the 
standard error of the mean (s/√n). This is not the same as the uncertainty on the single 
measurement, the estimation of which is the objective of this Guide. 


4.1 The whole process of measurement (Figure 1) typically begins with the taking of the 
primary sample from a sampling target. The resulting sample goes through one or more of a 
series of steps prior to the analytical determination. All steps contribute to uncertainty in the 
final result, when the analyte value required (i.e. measurand value or true value), is 
expressed in terms of the analyte concentration in the sampling target. Guidance already 
exists on the estimation of the analytical steps of the measurement process [1]. This will 
certainly include the selection of the test portion, the chemical treatment preceding 
measurement and the analytical determination, but may also include the physical preparation 
of the laboratory sample by means such as drying, sieving, milling, splitting and 
homogenisation.  


4.2 In common practice, all the various portions of material in the second column of 
Figure 1 are often referred to simply as a ‘sample’. It is clearly important to differentiate them 
carefully in discussion, especially those considered particularly in this Guide (in shaded boxes 
on Figure 1). This is discussed in more detail in Section 5.2. 


4.3 Methods described in the Guide will help to identify the dominant source of the 
uncertainty, such as the sampling rather than the chemical analysis, but will not necessarily 
explain the cause. However, heterogeneity within the sampling target, either spatial or 
temporal, is known to be a significant cause of uncertainty in many circumstances. Separate 
studies would be needed to characterise the variability that contributes to the uncertainty. For 
the purpose of this Guide, heterogeneity within the sampling target is treated as just one cause 
of uncertainty in the final measurement. This is the case, whatever actions are taken to 
minimise the effects of the heterogeneity by the application of any particular sampling 
protocol. 


5 Uncertainty of measurement 


5.1 Definition of uncertainty of measurement 
5.1.1 Uncertainty of measurement, or measurement uncertainty (MU), is defined in 
metrological terminology [2] as: 


Parameter, associated with the result of a measurement, that characterises the dispersion of the 
values that could reasonably be attributed to the measurand. 
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The definition includes several important features, which are discussed in the following 
paragraphs.  


5.1.2 The ‘parameter’ may be, for example, a range, a standard deviation, an interval (like 
a confidence interval) or half-interval (±u is a statement of a half-interval) or other measure of 
dispersion such as a relative standard deviation. Note that when MU is expressed as a 
standard deviation, the parameter is known as ‘standard uncertainty’, usually given the 
symbol u. Other forms of expression are considered in Section 14. 


5.1.3 Uncertainty is ‘associated with’ each measurement result. A complete measurement 
result typically includes an indication of the uncertainty in the form x±U, where x is the 
measurement result and U an indication of the uncertainty (it will be seen that the symbol U 
has a special meaning, in this Guide; it indicates an ‘expanded uncertainty’, which will be 
discussed further in Section 14). This form of expressing a result is an indication to the end-
user of the result that, with reasonable confidence, the result implies that the value of the 
measurand is within this interval. 


5.1.4 The measurand is simply a quantity, such as a length, mass, or concentration of a 
material, which is being measured. The term ‘value of the measurand’ is closely related to the 
traditional concept of ‘true value’ in classical statistical terminology. From this alternative 
viewpoint ‘uncertainty’ has also been defined [9] as:  


An estimate attached to a test result which characterises the range of values within which the true 
value is asserted to lie 


This definition (which will be referred to as the statistical definition) has the advantage of 
being easier to explain to decision makers, who often recognise the phrase ‘true value’ as the 
value of interest for their decision. It has the disadvantage that the true value itself can never 
be known and this generally requires further explanation. 


5.1.5 The metrological definition asserts that uncertainty expresses ‘the dispersion of the 
values that could reasonably be attributed to the measurand’. This is a particularly important 
phrase. It indicates that although the uncertainty is associated with a measurement result, the 
range quoted must relate to the possible range of values for the measurand. For example, the 
measurand could be the total mass of gold in a geological deposit. This is quite different from 
a statement of precision, which would describe the range of results that might be observed if 
the measurement were repeated. In requesting information about ‘where the measurand value 
might be’, this definition of uncertainty implicitly requires the measurement scientist to 
consider all the effects that might influence the measurement result. These effects obviously 
include the causes of random variation from one measurement to the next over the 
measurement timescale. But it is also essential to consider sources of bias during the 
experiment, and very often, these generate larger effects than can be observed by repeated 
measurement alone. That is, measurement uncertainty automatically asks for a range that 
includes an allowance for both random and systematic effects.  


5.1.6 To consider a simple analytical example, a simple measurement of concentration in a 
solid will typically involve extraction of material, weighings, volumetric operations and 
perhaps spectrometry or chromatography. Repeated measurement will show a spread of 
values due to random variations in these operations. But all analysts know that extraction is 
rarely complete, and, for a given material, that failure to extract material will lead to a 
consistently low result. While good analytical practice always attempts to reduce such effects 
to insignificance, some bias will remain. In expressing the uncertainty about the value of the 
measurand, then, the analyst must take into account the reasonable possibility of bias from 
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such causes. (Usually, this is done by considering such information as the range of analyte 
recoveries observed on reference materials or from spiking experiments.) 


5.1.7 The same considerations apply in the case of sampling. It is well known that different 
samples taken from a bulk material will often show real variation in value, which is clear 
from repeated measurement. It is also well known that sampling may be biased, for example 
by differential removal of materials, inappropriate timing of sampling where temporal 
fluctuations occur, or by access restrictions. These effects will influence the relationship 
between the value of the measurand and the result that is observed. While good practice in 
sampling is intended to reduce these effects to insignificance, a careful assessment of 
uncertainty always considers the possibility of residual systematic effects. 


5.1.8 Current guidance on measurement uncertainty [2] makes it clear that uncertainty of 
measurement (Section 2.2 of reference [2]) is not intended to allow for ‘gross error’. This 
would preclude, for example, mistakes caused by transcription errors or gross misuses of the 
measurement protocol. Sampling can, however, produce high levels of uncertainty (e.g. 80% 
of the concentration value), simply through the routine application of an accepted 
measurement protocol to a highly heterogeneous material. Even when procedures are 
nominally correct, there will also be slight variations in the actual procedures due to the 
ambiguity in the measurement protocols, and the minor adaptations that are made to protocols 
in real-world sampling situations. Whether these high levels of uncertainty lead to 
unacceptable levels of reliability in the decisions that are based upon them, depends upon a 
rigorous evaluation of fitness for purpose (see Section 16). 


5.2 Specification of measurand  
5.2.1 When an end-user is presented with a concentration result quoted for a bulk sample 
in the form ‘x±U’, they will very naturally interpret that interval as including the range of 
values attributable to the concentration in the sampling target (e.g. a batch of material). 
Implicit in this view is the idea that the measurand is ‘the (true) concentration (of the analyte) 
in the batch of material’, and that the uncertainty includes any necessary allowance for 
heterogeneity in the bulk. The analyst, by contrast, might refer to ‘the concentration in the 
laboratory sample analysed’, implicitly ruling out the variation between laboratory samples. 
Clearly, one viewpoint includes the effects of sampling, while the other does not. The effect 
on the uncertainty can, of course, be very considerable. In metrological terms, this distinction 
arises because the two views are considering different measurands. One is considering 
‘concentration in the sampling target’, the other ‘concentration in the laboratory sample’. 
Another example might be ‘contaminant concentration at a factory outlet at the time of 
sampling’, compared to ‘the average contaminant concentration over a year’.  


5.2.2 These ambiguities in interpretation can be avoided only by careful specification of 
the measurand. It is clearly necessary to state the quantity (mass, length, concentration etc.). It 
is equally important to be clear on the scope of the measurement, by including information on 
factors such as the time, location, or population to which the measurement result will be 
assumed to apply. Some particular instances of measurand specification and their implications 
for uncertainty estimation are discussed below.  


It is never possible to avoid all ambiguity in implementing the wording of the sampling 
protocol. 


5.2.3 When a composite sample is taken by the combination of several increments from 
across a sampling target, and analysed as a single primary sample, that single determination of 
analyte concentration provides an estimate of the value of the measurand (i.e. the average 
composition of the target), as discussed briefly in Section 4. The uncertainty on this single 
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value reflects the uncertainty in the estimate of the measurand value. In contrast, if several 
independent primary samples are taken from the target, each analysed once, and the mean 
value calculated, this mean value will also be an estimate of the value of the measurand. 
However, the uncertainty will not be that of the measurement (expressed as standard 
deviation, s), but the standard error of the mean value (expressed as s/√n). This later 
uncertainty on the mean can be reduced by taking more primary samples,c whereas the 
uncertainty on the measurement cannot. 


5.3 Error, precision and uncertainty 
5.3.1 Uncertainty is related to other concepts, such as accuracy, error, trueness, bias and 
precision. Other guidance discusses the relationships in some detail [1, 2]. However, it is 
worth repeating some of the important differences: 


• Uncertainty is a range of values attributable on the basis of the measurement result and 
other known effects, whereas error is a single difference between a result and a ‘true (or 
reference) value’ 


• Uncertainty includes allowances for all effects that may influence a result (i.e. both 
random and systematic errors); precision only includes the effects that vary during the 
observations (i.e. only some random errors). 


• Uncertainty is valid for correct application of measurement and sampling procedures, but, 
as noted in Section 5.1.8, it is not intended to make allowance for gross operator error  


5.4 Sampling and physical preparation as sources of uncertainty of measurement  
5.4.1 The act of taking a sample introduces uncertainty into the reported measurement 
result wherever the objective of the measurement is defined in terms of the analyte 
concentration in the sampling target and not simply in the laboratory sample.  


5.4.2 Sampling protocols are never perfect in that they can never describe the action 
required by the sampler for every possible eventuality that may arise in the real world in 
which sampling occurs. The location in space (or time) for the taking of a sample is rarely 
specified exactly (e.g. to the nearest millimetre or second). The sampler has to make such 
decisions (ideally on objective criteria), but as heterogeneity is inevitable (in space or time) 
such decisions will affect the estimated concentration. An appreciation of these sources of 
uncertainty is important in the design and implementation of methods for the estimation of 
uncertainty. When duplicate samples are taken, for example, taking them at exactly the same 
place and time may not reflect the uncertainty of the measurement that really exists. This will 
be discussed further in the description of methods of estimation (Sections 6 to 10), and in the 
various worked examples (Appendix A).  


5.4.3 Heterogeneity always gives rise to uncertainty. If the sampling target were perfectly 
homogeneous then this contribution would be zero, but nearly all materials are heterogeneous 
to some extent at some scale. If the test portion is a few micrograms, then nearly all material 
will be heterogeneous and the sampling step will contribute to the uncertainty in the 
measurement of an analyte concentration. Heterogeneity can be quantified in a separate 
experiment, but if the aim is to estimate the analyte concentration in the larger sampling 
target, then this heterogeneity is just one cause of measurement uncertainty (as discussed in 
Section 4.2).  


                                                 
c Assuming that the samples are random and independent, and assuming zero bias. 
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5.4.4 Similar arguments can be made for the uncertainty that arises in the processes of 
physical preparation (e.g. transportation, preservation, comminution, splitting, drying, sieving, 
homogenisation) that happen after the act of sampling and before the chemical preparation of 
the test sample (Figure 1). Each step can introduce errors from a range of mechanisms, such 
as loss of analyte, loss of fine particles, or contamination from equipment or previous 
samples. The methods employed, and training given, should aim to reduce these errors to a 
minimum. In addition, however, procedures are required to estimate the uncertainty that all of 
these steps, when applied in practice, generate in the final measurement value. 


5.5 Sources of uncertainty  
5.5.1 Uncertainty arises from a variety of sources, and these have been categorised in 
different ways. For example, the Eurachem Uncertainty Guide identifies eight major 
categories of effects that are important in estimating uncertainty have been identified [3], of 
which the first two are sampling and sample preparation. Specific effects identifiable in these 
two categories are shown in Table 1. A modelling approach might use these effects as the 
basis for a mathematical model. Alternatively, sampling theory identifies eight distinct 
sources of error in sampling (Table 2); each of these can also be reduced to a variety of causal 
factors, which in turn can be used in various modelling approaches. A further alternative 
approach is to consider all of the steps in the measurement process (Figure 1) as sources of 
uncertainty that make some contribution to the uncertainty of the final measurement. In this 
Guide, the simplest study designs treat uncertainty as arising from four classes of effect 
(Table 3), and the classes are treated as sources of uncertainty in a simple statistical model; 
this is consistent with the grouping of uncertainty sources explicitly suggested in reference 
[3]. In its simplest form, this categorisation can be reduced to two categories: ‘sampling 
uncertainty’ and ‘analytical uncertainty’. 


5.5.2 The important feature of each of these different classifications is that each is intended 
to ensure that, however they are grouped and evaluated, all practically important effects are 
taken into account in estimating the uncertainty. As long as this requirement is met, any 
categorisation scheme may be applied to the estimation of uncertainty. The categorisation 
schemes listed in Table 2 and Table 3 cover all practically important effects. 


5.5.3 Each different categorisation of sources will generally lead to a different study 
design, and very often to fundamentally different methods of evaluation of uncertainty 
contributions. This results in substantially independent estimates of uncertainty via different 
approaches. As noted elsewhere [5], grossly different estimates of uncertainty for the same 
system suggest that at least one study methodology is in error. This forms the basis of a check 
on the validity of an approach. Where practicable, therefore, comparison of uncertainty 
estimates arising from independent evaluation approaches is recommended as a means of 
validating particular estimates and of assessing the validity of different approaches.  


5.6 Heterogeneity as a source of uncertainty 
5.6.1 IUPAC currently define both homogeneity and heterogeneity as ‘The degree to 
which a property or constituent is uniformly distributed throughout a quantity of material.’ 
(see Appendix B for definitions). So defined, heterogeneity is among the most important 
factors contributing to uncertainty associated with sampling. Increments from different 
locations in the sampling target will have different concentrations of analyte in a 
heterogeneous material and there will be a sample-to-sample variation in analyte 
concentration – usually visible as a contribution to the observed variation of results. In 
general, the exact dependence of concentration on location is unknown, so no correction can 
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be made. This results in uncertainty in any given result or, in general, any average of such 
results. 


5.6.2 IUPAC note, as an addendum to the above definition, that ‘The degree of 
heterogeneity (the opposite of homogeneity) is the determining factor of sampling error.’ The 
note is a good indication of the importance of heterogeneity in sampling. There are other 
sources of error and uncertainty in the general operation of sampling; for example, cross-
contamination and imperfect stabilisation of samples, either of which can result in (unknown) 
bias or additional variability. Yet heterogeneity and its effects – such as random variability 
and selection bias – remain the largest problem in properly managed sampling and will 
generally be the most significant source of uncertainty.  


5.6.3 An alternative definition of homogeneity is sometimes used for particulate material, 
which, if it consists of particles of different materials, cannot ever be ‘homogeneous’ in the 
sense defined by IUPAC. In this context, a mixture in which the probability of selection of 
different types of particle is constant throughout the sampling target may be termed 
‘homogeneous’ to denote that the expected concentration in would be the same in a sample 
taken at any point in the material. Even here, however, it must be recognised that the 
particulate nature of the material leads to sample-to-sample variation due to slightly different 
composition of the increments actually taken; heterogeneity, as defined by IUPAC, still has 
an effect under these circumstances, and consequently still contributes to the uncertainty. 


 


Table 1: Some sources of uncertainty in sampling and sample preparation, adapted 
from reference [3] 


Sampling Sample preparation 


- Heterogeneity (or inhomogeneity) 


- Effects of specific sampling strategy (e.g. 
random, stratified random, proportional 
etc.) 


- Effects of movement of bulk medium 
(particularly density selection) 


- Physical state of bulk (solid, liquid, gas) 


- Temperature and pressure effects  


- Effects of sampling process on 
composition (e.g. differential adsorption 
in sampling system) 


- Transportation and preservation of 
sample 


- Homogenisation and/or sub-sampling 
effects  


- Drying  


- Milling  


- Dissolution  


- Extraction  


- Contamination  


- Derivatisation (chemical effects) 


- Dilution errors  


- (Pre-)Concentration  


- Control of speciation effects 
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Table 2: Sources of sampling uncertainty in sampling theory* 


Source Description 


Fundamental sampling error (FSE) A result of the constitutional heterogeneity 
(the particles being chemically or 
physically different) 


Grouping and segregation error (GSE) A result of the distributional heterogeneity 


Long-range point selection error (PSE1) Trends across space or over time 


Periodic point selection error (PSE2) Periodic levels across space or over time 


Increment delimitation error (IDE) Identifying the correct sample to take. 
Considers the volume boundaries of a 
correct sampling device 


Increment extraction error (IXE) Removing the intended sample. Considers 
the shape of the sampling device cutting 
edges 


Increment and sample preparation error 
(IPE) 


Contamination (extraneous material in 
sample): 
Losses (adsorption, condensation, 
precipitation etc.): 
Alteration of chemical composition 
(preservation): 
Alteration of physical composition 
(agglomeration, breaking of particles, 
moisture etc.):  
**Involuntary mistakes (mixed sample 
numbers, lack of knowledge, negligence): 
 **Deliberate faults (salting of gold ores, 
deliberate errors in increment delimitation, 
forgery etc.) 


Weighting error (SWE) The result of errors in assigning weights to 
different parts of an unequal composite 
sample 


*This classification follows that of Gy [17] and others (discussed further in Section10). 
** Excluded from uncertainty estimates as gross errors [2].  
Table 3: Uncertainty contributions in the empirical approach 


Effect class* Process 


Random (precision) Systematic (bias) 


Analysis Analytical variability 
(combined contribution of 
random effects) 


Analytical bias (combined effect 
of bias sources) 


Sampling Sampling variability 
(dominated by heterogeneity 
and operator variations) 


Sampling bias  
(combined effect of selection bias, 
operator bias etc.) 


*The differentiation of random from systematic effects can depend on the context. A systematic effect in 
measurements by one organisation (e.g. analytical bias) can also be considered a random effect when viewed in 
the context of the consensus value from an inter-organisational proficiency test. 







Approaches to uncertainty estimation 


UfS:2007   Page 13 


PART 3 – Estimation of measurement uncertainty including 
sampling 


6 Approaches to uncertainty estimation 
6.1 There are two broad approaches to the estimation of uncertainty. One of them, 
described as ‘empirical’, ‘experimental’, ‘retrospective’, or ‘top-down’, uses some level of 
replication of the whole measurement procedure to give a direct estimate of the uncertainty 
for the final result of the measurement. This approach is called the ‘empirical’ approach in 
this Guide. The second, variously described as ‘modelling’, ‘theoretical’, ‘predictive’ or 
‘bottom-up’, aims to quantify all of the sources of uncertainty individually, and then uses a 
model to combine them. It will accordingly be referred to as the ‘modelling’ approach. These 
approaches are not mutually exclusive. The empirical method can be adapted to estimate 
contributions to uncertainty from one or more effects or classes of effect. Both approaches can 
usefully be used together to study the same measurement system, if required. The 
applicability of the two approaches varies between the different materials to be sampled.  


6.2 The approach taken in this Guide is to describe in detail the empirical approach, 
which has the widest applicability to the broadest range of measurement systems and 
applications (e.g. gaseous, liquid and solid). Modelling approaches are described for 
particular situations to which they apply (e.g. particulate solids). Advice will also be given on 
how a combination of these different approaches can be used to give more reliable and cost-
effective estimates of uncertainty in a range of measurement systems. This dual approach is 
intended to enable a user of the Guide to select the most appropriate method of uncertainty 
estimation for their particular situation. (Section 1 provides guidance on selection of the 
approach.)  


6.3 Reference [5] notes that the modelling approaches and the type of empirical study 
used in collaborative trial are extremes of a continuum:  


Note, however, that observed repeatability or some other precision estimate is very 
often taken as a separate contribution to uncertainty even in the [modelling] approach. 
Similarly, individual effects are usually at least checked for significance or quantified 
prior to assessing reproducibility. Practical uncertainty estimates accordingly often 
use some elements of both extremes. 


In referring to either extreme, therefore, it is important to be aware that these are extremes and 
that many practical estimates involve elements of both approaches.  


6.4 The overall objective of any approach is to obtain a sufficiently reliable estimate of 
the overall uncertainty of measurement. This need not necessarily require all of the individual 
sources of uncertainty to be quantified, only that the combined effect be assessed. If, however, 
the overall level of uncertainty is found to be unacceptable (i.e. the measurements are not fit 
for purpose) then action must be taken to reduce the uncertainty. Alternatively, the 
uncertainty may be unnecessarily small, in which case there may be justification for 
increasing the analytical uncertainty, and thereby decreasing the cost of analysis. Methods for 
modifying uncertainty are discussed in Appendix E. At this stage, however, it is essential to 
have information on which general part of the measurement procedure is causing the 
dominant contribution to the overall uncertainty, and it may then be necessary to evaluate 
individual effects. The advantage of detailed early study is that this information is already 
available; the disadvantage is that it is costly to obtain and may prove unnecessary if 
uncertainty is acceptable. Planners should accordingly consider the level of detail required in 
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an uncertainty estimate, taking account of the probability of requiring detailed information for 
further development.  


7 The measurand 
7.1 In the following discussion, it is assumed that the measurand is an average value 
representing the composition of the whole sampling target, and that the measurand is to be 
estimated through a process of sampling and analysis. This relates to the specification of the 
measurand (Section 5.2) and the definition of the sampling target (Section 4.1). 


8 General conduct of studies of sampling uncertainty 
8.1 Analytical work should be undertaken under an appropriate quality system, including 
validated analytical methods, proficiency testing, internal quality control and external 
assessment where appropriate. Validation procedures should include all the steps normally 
undertaken within the laboratory (including any sub-sampling of test samples), and should 
include checks on bias using certified reference materials, or other methods, for the estimation 
of analytical bias. Note that the uncertainty estimation methods described in this Guide can 
also be applied to the estimation of uncertainties associated with sub-sampling. 


8.2 Laboratories undertaking the chemical analysis should report the concentration 
estimates exactly as found; in particular, values must not be censored, truncated or reported as 
‘less than’ a reporting limit, whether below the limit of detection (LOD) or below zero. 
Failing to report negative or sub-LOD observations will result in an underestimate of the 
uncertainty. 


9 Empirical approach 


9.1 Overview 
9.1.1 The empirical (‘top-down’) approach is intended to obtain a reliable estimate of the 
uncertainty, without necessarily knowing any of the sources individually. It relies on overall 
reproducibility estimates from either in-house or inter-organisational measurement trials. It is 
possible to describe the general type of source, such as random or systematic effects, and to 
subdivide these as those arising from the sampling process or the analytical process. Estimates 
of the magnitude of each of these effects can be made separately from the properties of the 
measurement methods, such as sampling precision (for random effects arising from 
sampling) or analytical bias (for systematic effects arising from chemical analysis). These 
estimates can be combined to produce an estimate of the uncertainty in the measurement 
result. This approach is illustrated in detail in Examples A1, A2, A3 and A4. 


9.2 Uncertainty sources 
9.2.1 It is possible to consider uncertainty of measurements to arise from four broad 
sources of error. These four sources are the random errors arising from the methods of both 
the sampling and analysis, and also the systematic errors arising from these methods. These 
errors have traditionally been quantified as the sampling precision, analytical precision, 
sampling bias and the analytical bias respectively (Table 4). If errors from these four sources 
are quantified, separately or in combinations, it is possible to estimate the uncertainty of the 
measurements that these methods produce. Methods for the estimation of three of the four 
errors are well established. Sampling and analytical precision can be estimated by duplication 
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of a proportion (e.g. 10%) of the samples and analyses respectively. Analytical bias can be 
estimated by measuring the bias on well-matched certified reference materials, and assuming 
that this bias represents that present for the test material, or by taking it directly from the 
validation of the analytical method. 


9.2.2 Procedures for estimating sampling bias include the use of a reference sampling 
target [10, 24] (the sampling equivalent of a reference material). Alternatively they utilise 
measurements from inter-organisational sampling trials, in which the sampling bias 
potentially introduced by each participant is included in the estimate of uncertainty based on 
the overall variability (Section 9.5). Although some of the components of uncertainty 
associated with systematic effects may be difficult to estimate, it may be unnecessary to do so 
if there is good evidence that systematic effects are small and under good control. Such 
evidence may be qualitative, as in prior knowledge of the chemical or physical nature of the 
sampling target, or quantitative, such as information, for example from prior measurements 
on complete batches. (See Examples A3 and A4, Appendix A.) 


Table 4: Estimation of uncertainty contributions in the empirical approach  
Effect class Process 


 Random (precision) Systematic (bias) 


Analysis e.g. duplicate analyses e.g. certified reference materials 


Sampling Duplicate samples Reference sampling target,  
inter-organisational sampling trial 


Four classes of effects that contribute to the uncertainty of measurements, and methods for their estimation.  


 


9.3 Statistical model for the empirical estimation of uncertainty 
In order to design experimental methods to estimate uncertainty using the empirical approach 
it is necessary to have a statistical model describing the relationship between the measured 
and true values of analyte concentration. This random effects model considers a single 
measurement of analyte concentration (x), on one sample (composite or single), from one 
particular sampling target:  


x = 
analysissamplingtrue


X εε ++  


where trueX is the true value of the analyte concentration in the sampling target (i.e. equivalent 
to the value of the measurand). For example, this could be the total mass of the analyte in the 
target divided by the total mass of the target. The total error due to sampling is 


sampling
ε and the 


total analytical error is 
analysis


ε  


In an investigation of a single sampling target, if the sources of variation are independent, the 
measurement variance σ2meas is given by, 


 analyticalsamplingmeas
222 σσσ +=  


where sampling
2σ  is the between-sample variance on one target (largely due to analyte 


heterogeneity), and analysis
2σ  is the between-analysis variance on one sample. 


If statistical estimates of variance (s2) are used to approximate these parameters, we get 
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 analyticalsamplingmeas sss 222 +=  


The standard uncertainty (u) can be estimated using meass , which is therefore given by 


 analyticalsamplingmeas sssu 22 +==  Equation 1  


Variance caused by physical sample preparation can be included into the sampling variance, 
or expressed as a separate term if required.  


In a survey across several sampling targets, which is recommended for the estimation of 
sampling uncertainty (Section 9.4.2), the model needs to be extended to 


x = analysissamplingtargettrueX εεε +++  


 where the additional term εtarget represents the variation of concentration between the targets 
and has variance ettbetween arg


2
−σ . Appropriate ANOVA generates estimates of the variances 


targetbetween−
2σ , sampling


2σ  and analysis
2σ , and the uncertainty is estimated exactly as before, using  


Equation 1.  


The total variance total
2σ , given by  


 analyticalsamplingtargetbetweentotal
2222 σσσσ ++= −    


is also a useful parameter in assessing fitness for purpose; this is discussed further in section 
16.2. For practical purposes the population variances are replaced by their estimates s2  to 
give  


 analyticalsamplingtargetbetweentotal ssss 2222 ++= −  Equation 2 


 


9.4 Empirical estimation of uncertainty 
9.4.1 Four types of method are applicable to the estimation of uncertainty using the 
empirical approach (Table 5). A fifth variographic method is described briefly in Section 9.6. 
The main method described further in this Guide is the ‘duplicate method’ (#1). If one 
sampler uses several sampling protocols in Method #2, any bias between the protocols can be 
detected. If multiple samplers all apply one protocol (Method #3, which is equivalent to a 
collaborative trial in sampling – CTS, or method performance test), then bias between 
different samplers can be detected and included in the uncertainty estimate. If multiple 
samplers apply different protocols that are selected to be the most appropriate for the stated 
objective, in their professional opinion (Method #4, which is equivalent to a sampling 
proficiency test – SPT), then any sampling bias introduced by either the sampling protocol, or 
the sampler, can be detected and included in the estimate of uncertainty.  
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Table 5: Four empirical methods for estimating combined uncertainty including 
sampling 


Component estimated 
Sampling Analytical 


Method 
# 


Method 
description 


Samplers 
(persons) 


Protocols


Precision Bias Precision Bias 


1 Duplicates Single Single Yes No Yes No1 


2 Protocols Single Multiple Between protocols Yes No 1 


3 CTS Multiple Single Between samplers Yes Yes 2  


4 SPT Multiple Multiple Between protocols 
+between samplers 


Yes Yes 2 


  
1Analytical bias information may be obtained by including certified reference materials in the analytical run (see 
Example A2, Appendix A). 
2Analytical bias is partially or completely included in collaborative exercises where multiple laboratories are 
involved. 


9.4.2 The duplicate method is the simplest and probably most cost-effective of the four 
methods described in Table 5. It is based upon a single sampler duplicating a small proportion 
(i.e. 10%, but no less than eight targets) of the primary samplesd [11, 12]. Ideally the 
duplicates are taken from at least eight sampling targets, selected at random to represent the 
typical composition of such targets. If only one target exists, then all eight duplicates can be 
taken from it, but the uncertainty estimate will only be applicable to that one target. The 
duplicated samples are taken by repeating the same nominal sampling protocol, with 
permitted variations that reflect the ambiguity in the sampling protocol and the effect of 
small-scale heterogeneity of the analyte of interest on the implementation of that protocol. For 
example, in a ‘W’ design for collecting a composite sample over a bay of lettuces, the initial 
starting point and orientation of the ‘W’ is altered for the duplicate sample; for a grid design, 
again, starting point and orientation are altered (ExampleA1, Appendix A). The duplicate 
samples are obtained using a single sampling protocol and by a single person (sampler). Both 
of the duplicated samples are subject to physical preparation resulting in two separate test 
samples. Duplicate test portions are drawn from both of the test samples and analysed in 
duplicate (i.e. duplicate chemical analysis). This system of duplicated sampling and chemical 
analysis is known as a ‘balanced design’ (Figure 2). Note that the duplicate method does not 
include any contribution from sampling bias, which must be either assumed to be negligible, 
or estimated separately using, for example, multiple samplers, multiple protocols and/or inter-
organisational sampling trials as in the other three methods. 


Note: Although the ‘duplicate method’ is generally described in terms of a single sampler and 
protocol, the same design can be used with different samplers to incorporate the ‘between-
operator’ contribution to uncertainty (equivalent to Method #3). 


                                                 
d A higher level of replication can be used, but duplication is usually the most effective form of replication in 
sampling studies. It is better to take duplicates from 12 sample targets, than take triplicates from eight targets, for 
example, as although each estimate of the uncertainty of sampling (ssampling) has a lower standard error, the 
estimate is based on a smaller proportion of the entire population of sample targets, and is therefore less 
representative. The minimum number of eight duplicates is required to provide sufficiently reliable estimates  of 
the uncertainty  [12]. 
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Figure 2: A balanced design 
 


Sampling
target 


Sample 1 Sample 2


Analysis 1 Analysis 2 Analysis 1 Analysis 2
-between-analysis variance 
→ analytical precision s anal 


between-sample variance 
→ sampling precision s samp 


10% of targets in whole 
survey n ≥  8 
→ between-target variance 


 
Balanced experimental design for empirical estimation of uncertainty (i.e. two-stage nested design), using the 
‘duplicate method’. 


 


9.4.3 The test portions are then chemically analysed anonymously by an appropriate 
analytical method under repeatability conditions (e.g. distributed randomly within an 
analytical batch). If estimates of the analytical portion of the measurement uncertainty have 
been made independently by the laboratory, this will be useful for comparison with estimates 
made by this method. Variance caused by physical sample preparation can be included into 
the sampling variance by having independent preparation on each of the sample duplicates. 
Alternatively this variance can be estimated separately by inserting an extra level of 
replication in the experimental design (Appendix D). 


9.4.4 The balanced design proposed here will only give the repeatability standard deviation 
of the analytical measurements. In order to estimate the other part of the analytical 
uncertainty, an allowance has to be made for potential analytical bias. The limitations of this 
approach, and a worked example, are given in Section 6 of Example A2. One alternative is to 
ask the measuring laboratory for the repeatability and measurement uncertainty, and then to 
check that the repeatability obtained in this study is similar to that claimed by the laboratory. 
If this is the case, we can use the measurement uncertainty given by the lab as u(analytical) 
(normally U/2). A second alternative is to use the estimation of analytical bias made from the 
well-matched certified reference materials contained in the analytical batch. This bias 
estimate can then be combined with the repeatability to obtain the measurement uncertainty 
[1, 30].  
 


9.5 Calculation of uncertainty and its components 


9.5.1 The random component of the uncertainty can be estimated by applying analysis of 
variance (ANOVA)e or range calculationf to the measurements of concentration on the 
duplicated samples. The estimation is based upon the model described in Section 9.3, applied 
to whatever measurement protocol that is being employed (with its specified number of 
sample increments and analytical replicates). 


                                                 
e There is often a small proportion (i.e. <10%) of outlying values in the frequency distributions of the analytical, 
within-sample and between-sample variability. This requires the use of some method of down-weighting the 
effect of the outlying values on classical ANOVA, such as the use of robust statistical methods. This gives a 
more reliable estimate of the variances of the underlying populations. A fuller explanation of these methods is 
given in the worked example in Appendix A1 (p40), A2 (p45). 
f See example in Appendix A2. 
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9.5.2 The values of ssamp and sanal from the ANOVA are estimates of sampling precision 
and analytical precision respectively. The random component of the measurement uncertainty 
is calculated by the combination of these two estimates (Equation 1). The expanded 
uncertainty, for approximately 95% confidence for example, requires this value to be 
multiplied by a coverage factor of 2. The expanded uncertainty (U) is then calculated using 


 meassU 2=  Equation 3 


U can also be expressed relative to the reported value x and expressed in terms of a 
percentage, as a relative expanded uncertainty U':  


 
x


s
U meas2


100'= % Equation 4 


The relative uncertainty is more widely applicable than the standard uncertainty, as it does not 
change appreciably as a function of concentration at values well above the analytical detection 
limit (>10 times). Other coverage factors can be selected as appropriate. The improvement of 
this estimate of uncertainty to include the systematic error from the chemical analysis is 
discussed in Example A2, Appendix A. 


The relative expanded uncertainty for the sampling or analysis alone can similarly be 
expressed as 


 
x


s
U samp


samp


2
100'= % 


and 


 
x


s
U anal


anal


2
100'= % 


9.5.3 Because the uncertainty of many measurement systems is dominated by 
heterogeneity within the sampling target, the use of the simplest ‘duplicate method’ often 
gives a reasonably reliable estimate of uncertainty. Studies of environmental systems have 
shown that between-operator and between-protocol effects are often much smaller than those 
caused by heterogeneity [43]. Further information on selection of the most effective method 
for uncertainty estimation is provided in Section 1. Examples of applications of the duplicate 
method are given in Examples A1 and A2, Appendix A. 


9.5.4 In addition to an initial single estimate of uncertainty for a particular sampling 
protocol applied to a particular sampling target, routine application of the ‘duplicate method’ 
is also useful as a way of monitoring the ongoing sampling quality (Section 13). This can 
allow for the effect on uncertainty of changes in the heterogeneity of the sampling target 
between different applications of the same sampling protocol. Quantitative evidence of the 
quality of sampling can then be gained, rather than relying solely on the assumption that 
samples are representative, if taken by a correct protocol.  


 


9.6 Alternative empirical methods of uncertainty estimation 
9.6.1 Variography has also been suggested as a further empirical means of estimating the 
uncertainty of measurement from the combined sources of sampling and analysis [13]. It is 
particularly useful in situations where there is large-scale spatial and/or temporal variation in 
contaminant concentration that can be quantified and modelled. This is the case for some 
instances of rock and soil geochemistry, and in emission control of (e.g. waste water), when 
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large numbers (n>100) of evenly distributed samples have been taken. Further guidance on 
the principles and application of variography for this purpose, with a case study, is available 
[8].  


10 The modelling approach 


10.1 Cause-and-effect modelling 
10.1.1 The modelling approach, often colloquially known as ‘bottom-up’, has been 
described for measurement methods in general [2], and applied to analytical measurements 
[1]. It initially identifies all of the sources of uncertainty, quantifies the contributions from 
each source, and then combines all of the contributions, as a budget, to give an estimate of the 
combined standard uncertainty. In the process, the measurement method is separated into all 
of its individual steps. This can usefully take the form of a cause-and-effect, or ‘fish-bone’, 
diagram [3]. The uncertainty of measurement generated by each of these steps is estimated 
independently, either empirically or by other methods. The combined uncertainty is then 
calculated by combining the uncertainty from all of the steps by appropriate methods. This 
approach is well established for analytical methods [1], but has only recently been applied to 
the process of sampling [13, 14]. For particulate systems, sampling theory uses a similar 
approach to identifying seven types a sampling error. One of these errors (fundamental) is 
estimated using an equation based on a detailed knowledge of the individual particles being 
sampled, as discussed in the next section (and Example A5, Appendix A). 


10.2 Sampling theory for estimation of uncertainty 
10.2.1 Sampling theory has been proposed as an appropriate method for estimating 
uncertainty from sampling [15]. This approach relies on the use of a theoretical model, such 
as that of Gy. Pierre Gy has developed a complete sampling theory described in many 
publications [6, 16, 17, 18, 19, 20], including its latest developments [19]. Figure 3 shows 
Gy’s classification of sampling errors. Most sampling errors, except the preparation errors, 
are due to the material heterogeneity, which can be divided into two classes: 1) constitution 
heterogeneity (CH), and 2) distribution heterogeneity (DH). Both heterogeneities can be 
mathematically defined and experimentally estimated. Constitution heterogeneity refers to the 
fact that all natural materials are heterogeneous, that is, they consist of different types of 
particles (molecules, ions, grains). The distribution is heterogeneous if the particles are not 
randomly distributed in the sampling target (or lot) to be investigated. 
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Figure 3: Classification of sampling errors in Gy’s sampling theory 
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* incorrect sampling errors are indicated by shaded boxes, and are excluded from the estimates of uncertainty 


10.2.2 The classification of errors of sampling forms a logical and useful framework for 
designing and auditing sampling procedures. Those that are central to the estimation of 
uncertainty (e.g. FSE in Figure 3) are discussed below, and others (SWE, PSE and GSE) in 
Appendix C. 


10.2.3 The total determination error, which Gy calls the global estimation error (GEE), is 
the sum of the total sampling error (TSE) and total analytical error (TAE). The components of 
TSE can be divided into two major groups: 1) errors of incorrect sampling, 2) errors of correct 
sampling. Some incorrect sampling errors arise from what the GUM [2] refers to as gross 
errors, and as such would be excluded from estimates of uncertainty. The errors of correct 
sampling occur within good practice and can be considered for inclusion within estimates of 
uncertainty following the GUM approach [2]. 


10.2.4 Incorrect sampling errors arise from sampling equipment and procedures that do not 
follow the rules of sampling correctness defined in the sampling theory. In Figure 3 these 
errors are shown in shaded boxes. Increment delimitation error (IDE) is error that is generated 
if the shape of sample is not correct. For example, from a process stream the correct sample is 
a complete slice of equal thickness cut through the process stream. The sampling device 
should be designed so that it can extract the intended sample profile (i.e. all constituents have 
an equal chance to end up in the sample). Otherwise sample or increment extraction error 
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(IXE) is created. Sample preparation errors (IPE) have several potential causes listed in Table 
2, two of which are excluded as gross errors by the GUM definition.  


10.2.5 Incorrect sampling errors have the following properties in common: 1) they create 
sampling bias and increase the total variance in an unpredictable way, 2) they are 
circumstantial and, therefore, any attempt to estimate them experimentally is normally not 
useful, because it is expensive and the results cannot be generalised. The correct way is to 
minimise or eliminate these errors by carefully auditing the equipment and procedures, by 
replacing structurally incorrect devices and procedures with those that follow the rules of 
sampling correctness, and by sufficient training of sampling personnel. Only if this technical 
part is correctly executed does the theoretical part of uncertainty evaluation have predictive 
value. However, sampling uncertainty estimation and quality control may alert users to 
procedures that are not behaving correctly. 


10.2.6 Correct sampling errors are shown in the lower part of Figure 3. When the 
incorrect sampling errors are eliminated these errors can be modelled and used for estimating 
the uncertainty of sampling. The fundamental sampling error is among the most important and 
will be considered further here; others are discussed in Appendix C2. 


10.2.7 Fundamental sampling error (FSE) is the minimum error of an ideal sampling 
procedure. Ultimately it depends on the number of critical particles in the samples. For 
homogeneous gases and liquids it is very small but for solids, powders and particulate 
materials, especially at low concentrations of critical particles, fundamental error can be very 
large. If the lot to be sampled can be treated as a one-dimensional object, fundamental 
sampling error models can be used to estimate the uncertainty of the sampling. If the lot 
cannot be treated as a one-dimensional object, at least the point selection error has to be taken 
into account, when the variance of primary samples is estimated. If the sample preparation 
and size reduction by splitting are carried out correctly, fundamental sampling error models 
can be used for estimating the variance components generated by these steps. If the 
expectance value for the number of critical particles in the sample can be estimated easily as a 
function of sample size, Poisson distribution or binomial distribution can be used as sampling 
models to estimate the uncertainty of the sample. In most cases the fundamental sampling 
error model can be used. 


10.2.8 If the material to be sampled consists of particles having different shapes and size 
distributions it is difficult to estimate the number of critical particles in the sample. An 
equation can be used to estimate the relative variance of the fundamental sampling error: 
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σ =  = relative standard deviation of the fundamental sampling error  


aσ = absolute standard deviation (in concentration units) 


aL = average concentration of the lot 


d = characteristic particle size  = 95% upper limit of the size distribution 


MS = sample size  


ML = lot size 
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C is a sampling constant that depends on the properties of the material sampled; C is the 
product of four parameters: 


 cgfC β=  Equation 6 


f = shape factor (see Figure 4) 


 g = size distribution factor (g = 0.25 for wide size distribution and g = 1 for uniform particle 
sizes) 


β  = liberation factor (see Figure 4). For materials where the particles are completely 


liberated, β = 1. For unliberated material an empirical equation, 
x
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values of x ranging from 0.5 to 1.5 have been suggested. 


c = constitution factor and can be estimated if the necessary material properties are available 
by using: 
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      Equation 7 


Here aL is the average concentration of the lot, α  the concentration of the analyte in the 
critical particles, cρ the density of the critical particles and mρ the density of the matrix or 
diluent particles. 


10.2.9 If the material properties are not available and they are difficult to estimate, the 
sampling constant C can always be estimated experimentally. Certified reference materials, 
for example, are a special group of materials for which the sampling constant can be 
estimated from existing data.  


10.2.10 An example of how the fundamental sampling error model can be used in practice is 
given in Example A5, Appendix A.  


Figure 4 Estimation of factors for the estimation of fundamental sampling error. 
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The particle shape factor f (upper part), and liberation factor β for unliberated material (lower 
left) and liberated material (lower right). L is the liberation size of the critical particles. 
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PART 4 – Management issues 


11 Responsibility for quality of sampling  
11.1 The implications of regarding sampling as an integral part of the measurement 
process are far reaching, and include management issues. The rigour that is applied to 
assessing and improving the quality of activities within the analytical laboratory should be 
applied equally to the sampling procedures. The responsibility for the quality of the whole 
measurement process should ultimately rest with one organisation, and responsibilities for 
different parts of the process must additionally be defined. Similarly, one body should take 
responsibility for estimating the measurement uncertainty, based on information from all 
participants. This organisation can then inform all of the participants of the contributions 
arising from the main steps in the measurement procedure.  


12 Selection of uncertainty estimation approach 
12.1  The empirical (top-down) and modelling (bottom-up) approaches each have their 
advantages in certain circumstances. These should be considered in selecting the approach for 
a particular sampling exercise. 


• The empirical approach includes all sources of uncertainty, without the scientist having to 
know their identity in advance. For example, it is automatically applicable to the 
particular contaminants and mineralogy present at a geological site. The calculations do 
not require any prior knowledge of the nature of the material (e.g. grain size, analyte 
speciation, degree of heterogeneity). It is relatively quick and easy to apply practically 
(especially for the ‘duplicate method’). There are at least four options available to allow 
progressively more accurate (and more expensive) estimates of uncertainty, as appropriate 
(Table 5). Some of these methods can allow for systematic error (such as sampling bias) 
within the estimate of uncertainty. Sampling proficiency tests and reference sampling 
targets are still in the early stages of development, but already show considerable promise 
for this application.  


• Among the disadvantages of the empirical approach is that it does not necessarily quantify 
any of the individual components of uncertainty (although this knowledge can be added 
with limited resolution). It is not based on a theoretical model of particulate sampling, but 
this may be an advantage in applications to materials that are not particulate in form (e.g. 
gaseous, liquids, biota). The empirical approach only gives an approximate value of 
uncertainty, which is assumed to be constant over the target, but this is also true of the 
modelling approach. Extreme values in the replicate measurements may lead to an 
overestimate of the uncertainty value, which is not representative of most measurements. 
This effect can be minimised, however, by the use of robust statistics. 


• The principal advantage of the modelling approach is that it allows the largest source of 
uncertainty to be readily identified, if it was in the model. It gives a transparent method 
showing which components of uncertainty have been considered in the summation of 
uncertainty. Finally, where prior information is available, modelling approaches can be 
less costly than extensive experimental studies. 


• The disadvantages of the modelling approach include that the theoretical predictions of 
uncertainty may require detailed prior measurements of the mineralogy, grain size and 
analyte speciation of the material to be sampled (e.g. soil), and how these vary across the 
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target. Idealised assumptions have to be made therefore about the make up of the material 
(e.g. mineralogy, grain size and analyte speciation). The modelling approach using 
sampling theory requires estimates or assumptions about eight types of sampling error, 
and also how these might vary across the target. Both theoretical and empirical 
approaches can be relatively time consuming and therefore expensive to implement. 
Generic estimates may be too general and not reflect the specific circumstances at any 
particular sampling target. Further, not all of the sources of uncertainty might be 
identified, leading to an underestimate of the total uncertainty.  


On balance, therefore, the empirical methods tend to be more generally applicable across a 
wide range of types of material, and do not depend as heavily on prior knowledge of the 
system or all of the sources of uncertainty. This will make them less time consuming, and 
therefore less costly to apply, which is particularly valuable in one-off testing of different 
sampling targets. The modelling approaches, by contrast, lead to a more detailed assessment 
of individual known sources of uncertainty and are more appropriate when developing a long-
term sampling scheme for a specific well-characterised application. 


13 Quality control of sampling  


13.1 Relationship between validation and quality control 
13.1.1 Once an uncertainty that makes the measurements fit for purpose has been 
established, evaluation of the sampling and analytical procedures proposed to meet those 
purposes can be undertaken. Two evaluation tools are needed for this purpose: validation and 
continual quality control. 


13.1.2 Validation comprises a one-time estimation of the uncertainty components 
determined under conditions expected to be encountered in the routine use of the procedures. 
The validation may be done generically for the sampling method (initial validation) or site 
specifically for the method used ‘on site’ to the selected target (on-site validation). Initial 
validation is used when sampling is done as a one-time campaign (spot sampling, e.g. 
contaminated site investigation) and on-site validation is repeated at intervals (repeated 
sampling, e.g. time or flow-proportional sampling of waste water). In short, validation 
demonstrates what can be achieved and, if that conforms to the fitness-for-purpose 
requirement, the procedures are deemed suitable for routine use. The methods for validation 
are described in the previous chapters of this Guide. 


13.1.3 Validation alone cannot ensure that routine results are indeed fit for purpose, 
however. Routine or site specific conditions may differ from those prevailing during 
validation, either systematically or occasionally. This is especially true for sampling, where 
the larger part of the uncertainty component often stems from the heterogeneity of the target, 
that is, where the degree of heterogeneity may vary markedly from one target to the next. This 
is also true when a sampling method is applied at different sites. These circumstances 
emphasise the need for an ongoing internal quality control that includes sampling, to ensure 
that conditions prevailing at validation (and therefore the expected uncertainty attached to the 
results) are still applicable every time that the sampling and analytical procedures are 
executed. The combined use of validation and quality control is shown in Table 6. 
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Table 6: Illustration of the combined use of validation and quality control of sampling 


 One method used at 
many sites 


One method used 
repeatedly at one site 


Validation Initial validation yielding 
generic performance data 


On-site validation yielding 
the performance data for 
the specific target 


Quality control Extensive quality control 
with site specific 
verification of generic 
performance data 


Spot quality control 
verifying the performance 
data consistency over time 


 


13.1.4 The need for internal quality control of sampling is not widely recognised at present, 
and methods for executing it are not well established, except in some specialised areas such as 
geochemical prospecting [21]. Specific suggestions for sampling quality control are given for 
some environmental sampling matrices in [22]. However, no new principles are involved; 
with minor qualification, the principles of internal quality control of analysis are applicable to 
sampling [23, 24, 25]. Moreover, the methods used in validation are, with some 
simplification, applicable to internal quality control. The reason for the simplification is that 
validation needs to provide a good estimate of uncertainty, while quality control merely needs 
to demonstrate consistency, over space and time, with the uncertainty established at 
validation. 


 


13.2 Methods of internal quality control of sampling 
13.2.1 The focus of interest is almost exclusively the precision aspect. Bias is difficult to 
address in validation and almost impossible in internal quality control. The ‘reference target’, 
the conceptual equivalent in sampling of a certified reference material [26], is rarely available. 
Moreover, it is not fully useful: we need to see whether results for individual sampling targets 
are fit for purpose, not whether unbiased and reproducible results can be obtained on a 
possibly unrepresentative reference target.  


13.2.2 The principal tool is replication. This is minimally executed by taking two samples 
from each target by a complete (and suitably randomised) duplication of the sampling 
protocol. Each sample is analysed once and the difference between the results 


21
xxD −= calculated. If the validated uncertainties of sampling and analysis are su and au  


respectively, the combined standard uncertainty is ( )22
asmeas uuu += . Consequently, a one-


sided range control chart can be constructed with a control limit (at the 95% confidence 
interval) of measu83.2  and an action limit (at the 99% confidence interval) of measu69.3  [25] 
(Figure 5). An out-of-control value of d shows that the result should be scrutinised as possibly 
unfit for purpose. Such a result is not diagnostic and may stem from a disturbance in either 
sampling or analysis; the latter should be detected by standard methods of analytical quality 
control. 
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Figure 5: Example of an R-chart for quality control of sampling 


R-Chart: NNH4
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For the construction of this R-chart see the Nordtest Guide [25]. 


 


13.2.3 The data from quality control can also be used to update sampling method precision 
as obtained in method validation using the same methods, ANOVA or relative difference 
calculations. 


13.2.4 In some instances, the extra cost of duplicate sampling can be eliminated by use of 
the SAD (Split Absolute Difference) method in which the normal number of increments to be 
combined as the sample is segregated at random into two equal sized sub-sets, each of which 
is processed and analysed separately [27, 28]. The difference between such results has an 
uncertainty of 22 24 as uu + if conditions applying to validation are maintained. This again 
could be used to define an action limit in a one-sided control chart. 


14 Reporting and interpreting uncertainty 


14.1 Introduction 


14.1.1 It is crucial to ensure that reports are clear as to the measurand being reported. In 
particular, it is important to be clear whether the result and its uncertainty apply to a single 
test portion, a laboratory sample, the whole of a sampling target (e.g. a bulk material), or a 
series of targets. Using the principles of the GUM [2] and previous Eurachem/CITAC Guides 
[1], uncertainty will initially be estimated in the form of a standard uncertainty, u, which 
includes due allowance for all effects which may reasonably influence the result. Uncertainty 
may be quoted in this form without change. However, it is often convenient to report in other 
forms for increased confidence or for wider applicability. It is essential to note any limitations 
in the estimate of uncertainty, such as the exclusion of sampling bias or other neglected 
effects. The following paragraphs describe the most important issues, and give some guidance 
on their interpretation. 


14.2 Expanded uncertainty, U 


14.2.1 The standard uncertainty u applied to a result in the form x±u, and associated with a 
normal distribution, describes an interval including only about 68% of the area of the 
distribution. This is usually taken to indicate that there is a greater than 32% probability of the 
measurand value being outside this interval. This is considered insufficient confidence for 
most practical applications. It is therefore normal practice to apply a suitable multiplier to the 
standard uncertainty so that the quoted interval includes a greater proportion of the dispersion. 
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Conventionally, this multiplier, usually designated k, is referred to as the coverage factor, and 
the product ku=U is referred to as the expanded uncertainty. 


14.2.2 The choice of k is discussed in considerable detail in other publications [1, 2]. 
However, the key principles are: 


• k should be chosen to reflect an approximate confidence interval for the particular 
distribution. 


• If a particular distribution is known to be applicable, it is used. Otherwise, a normal 
distribution is considered a reasonable assumption where the dominant contributions to 
uncertainty are all normally distributed or there are several approximately equal 
contributions from arbitrary distributions. With this assumption, k is typically based on the 
value of Student’s t for an appropriate (two-tailed) level of confidence and number of 
degrees of freedom.  


• In the modelling approach, the number of degrees of freedom is formally derived from the 
degrees of freedom for contributing uncertainties according to a published formula [1, 2], 
or approximated from the number of degrees of freedom for the dominant contribution 
[1]. More commonly, the number of degrees of freedom is assumed to be sufficiently 
large to justify a choice of k=2 for approximately 95% confidence. 


For most practical purposes, k=2 is considered acceptable, and is sometimes mandatory [29]. 
However, it is important to state the value of k used, and the approximate level of confidence 
that k implies, when reporting expanded uncertainty. 


14.3 Relative uncertainty statements 
14.3.1 It is often found that the standard uncertainty from sampling increases approximately 
proportionally with the value of the result. Under these circumstances, it is often most 
practical to quote the uncertainty in a relative form, such as a relative standard deviation (u/x) 
or percentage interval using Equation 4 (e.g. ±10%). The relative value quoted is usually 
based on an estimate of uncertainty for one or more representative results, but is applicable 
over a greater range of concentration values.  


14.3.2 It is important not to extrapolate a simple relative standard deviation to zero 
concentration, as uncertainty does not normally disappear entirely at very low levels and the 
proportionality assumption is no longer valid. More general approaches to these situations can 
either specify a range of concentration over which the relative uncertainty value applies [25], 
or else express the uncertainty as a function of concentration [1, 42]. 


14.4 Contributions to uncertainty 


14.4.1 The exact steps that are included in each contribution to the measurement uncertainty 
need to be stated. Depending on the method of estimation employed, the details of the 
experimental design, and the person to whom the information is intended, it is possible to 
quantify some specific components of the measurement uncertainty. For example, the 
experimental design in Figure 2 will give separate estimates of two components called 
‘sampling’ and ‘analysis’. When the details of this particular implementation of the design are 
examined it becomes evident that uncertainty from physical sample preparation is included 
within the general title of ‘sampling’, whereas that from chemical preparation is included 
within ‘analysis’. If required, it is possible to insert a further level of duplication of physical 
preparation within the experimental design to estimate the separate contribution which that 
particular step introduces [30]. The exact steps that are included in each contribution to the 
measurement uncertainty need to be documented. For less experienced users of analytical 
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measurements, it may be better to report one value for the whole uncertainty of the 
measurement, stating in a footnote which sources have been considered. 


14.5 Applicability of estimates  
14.5.1 Recalling the discussion of specification of the measurand (Section 5.2) it is crucial 
to ensure that reports are clear as to the measurand being reported. As observed in Section 
14.1.1, it is particularly important to state clearly whether the result and its uncertainty apply 
to a single test portion, a laboratory sample, the whole sampling target, or to a series of 
targets. Unlike estimates of uncertainty for analytical measurements, it is very probable that 
the same sampling protocol will produce measurements with different levels of uncertainty 
from sampling when it is applied to a new sampling target. New estimates will be required for 
substantially different targets, particularly when there is reason to suppose that the degree of 
heterogeneity has changed. 


14.6 Interpretation of uncertainty statements against limits 
14.6.1 Results are often compared with tolerances or regulatory limits in order to assess 
compliance with a requirement. In making such comparisons, it is important to take 
uncertainty into account. A full discussion is beyond the scope of the present Guide; more 
detailed discussion will be found in references [1] and [31]. The basic principles are: 


• Decide whether the decision requires proof of compliance, proof of non-compliance, or a 
‘shared risk’ approach, and set an appropriate level of confidence. 


• For proof of compliance, the result and its uncertainty interval must be entirely within the 
permitted range. 


• For proof of non-compliance, the result and its uncertainty interval must be entirely 
outside the permitted range. 


• For shared risk approaches, set a range for acceptable measurement results based on the 
permitted interval, adjusted to provide a specified probability of false acceptance and false 
rejection rates. Recent guidance gives useful details of the procedure [32].  


For regulatory purposes, it is important to consult the specific regulations applicable, as no 
general guidance can currently cover all cases. For example, it is generally considered unsafe 
to ‘pass’ material that is not proven compliant, dictating a proof of compliance approach. 
Criminal prosecution in most countries, however, requires clear proof of non-compliance and 
in these circumstances (e.g. blood alcohol prosecutions) it is normal practice to seek proof of 
non-compliance at high levels of confidence.  


15 Cost of estimating uncertainty from sampling 
15.1 It would seem logical to consider the total budget for validation and quality control 
of sampling to be judged together against the costs that will arise from erroneous decisions 
based on inadequate estimates of uncertainty. It is recognised that implementing uncertainty 
estimation will increase the overall costs of measurement. Applying the duplicate method, for 
example, can increase the cost of sampling by up to 10%, and the analysis by 30% (i.e. three 
additional analyses are required for applying the balanced design to 10% of the sampling 
targets. An unbalanced experimental design may be performed, in which only one of the 
duplicate samples is analysed twice, if suitable statistical treatment is performed. This 
increased cost can be justified, however, by the additional information gained and the reduced 
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potential losses from incorrect decisions that might have been made without knowledge of the 
uncertainty (Section 16).  


15.2 It is more difficult to evaluate general costs for the other methods of uncertainty 
estimation. Inter-organisational sampling trials require the expenses of at least eight different 
participants (to obtain an acceptable reliability [11]), and are therefore likely to be 
significantly higher than those for the duplicate method. Modelling methods will require 
detailed information about the material being sampled. For some materials that are relatively 
consistent over many batches these values may be generally applicable, and therefore make 
this approach more cost-effective than empirical methods that take larger numbers of extra 
measurements on each batch. This discussion must therefore include the extent to which the 
uncertainty value for a particular protocol/material combination is estimated at a preliminary 
validation, and how much the value is continually monitored and/or updated by an ongoing 
sampling quality control scheme (Section 1). It would seem logical to consider the total 
budget for validation and quality control of sampling to be judged together against the costs 
that will arise from erroneous decisions based on inadequate estimates of uncertainty. 


16 Judging fitness for purpose of measurements using uncertainty 
16.1 A proper understanding of uncertainty from sampling must be embedded in the 
broader perspective of fitness for purpose. Three approaches have been suggested for setting 
fitness-for-purpose criteria. The first approach is to set an arbitrary limit on the maximum 
value of uncertainty that is considered acceptable. This approach has been widely applied in 
the analytical sector, where a target relative uncertainty has been applied (e.g. 10%). The 
problem with this approach is that it does not necessarily relate to intended purpose for which 
the user requires the measurement.  


16.2 The second approach is to compare the variance generated by the measurement 
(sampling and analysis) to the variance of the measurements between the different sampling 
targets. There are many situations where the objective of the measurements is to compare 
concentrations between different targets, such as in mineral exploration where the objective is 
to locate a target with significantly higher concentration of an element of interest (e.g. gold). 
One application of this approach, for example, sets the fitness-for-purpose criterion so that the 
measurement variance does not contribute more than 20% to the total variance (defined in 
Equation 2) [33]. 


16.3 The third, and most generally applicable, approach to judging the fitness for purpose 
of measurements, is consider the effect of the measurement on its ultimate purpose. All 
analytical measurement is undertaken to support a decision. A decision can be either correct 
or incorrect. An incorrect decision involves extra costs, and an incorrect decision is more 
likely if the uncertainty is higher. Consider, for example, the manufacture of a material 
against a specification of a maximum acceptable level of an impurity.g Each batch of material 
is analysed to determine the level of the impurity. A ‘false positive’ result has the outcome 
that the batch of material is discarded or reworked unnecessarily to reduce the apparently 
unacceptable level of impurity. A ‘false negative’ result means that a defective batch is 
released to the customer, a situation that may require financial compensation. Both of these 
situations are more likely to occur if the uncertainty is higher. This seems to suggest that the 
measurement should be undertaken so that the uncertainty is the smallest that can be 


                                                 
g This concept is equally applicable to situations where materials have regulated minimum analyte 
concentrations, in which case the terms ‘false compliance’ and ‘false non-compliance’ are applicable. 
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achieved. However, reducing the uncertainty of a measurement result requires rapidly 
escalating costs. A useful rule here is that, where random variation dominates the uncertainty, 
the cost of a measurement is inversely proportional to the square of the uncertainty; a 
reduction in uncertainty by a factor of 2 calls for an increase in expenditure by a factor of 4. 


16.4 The true cost of a decision is the sum of the measurement costs and the excess costs 
of incorrect decisions. From the above we can see that this sum has a minimum value at some 
particular level of uncertainty (Figure 6), and this uncertainty is the definition of fitness for 
purpose. 


Figure 6: Schematic loss functions dependent on uncertainty of measurement 


 
 


Line A shows the costs of measurement. Line B shows costs of incorrect decisions. The sum 
of these two lines (the total cost shown by the highest line) shows a minimum cost at point C, 
which is the uncertainty that can be regarded as fit for purpose. 


 


16.5 The optimal apportionment of resources between sampling and analysis is also a 
matter of costs. Even an elementary consideration (excluding costs) shows that the 
uncertainties of sampling and analysis should be roughly balanced. For example, if the 
uncertainties of sampling and analysis are 10 and 3 units respectively, the overall uncertainty 
of measurement is 4.10310 22 =+ . The overall uncertainty is hardly affected by a reduction 
of the uncertainty of analysis: if it is reduced to (say) 1 unit, the overall uncertainty is reduced 
to 05.10110 22 =+ , an inconsequential change. A more sophisticated approach takes into 
account the different costs of analysis and sampling. If the unit costs of sampling and analysis 
are A and B for the same specific level of uncertainty, the optimum ratio of sampling 
uncertainty sampu  to analytical uncertainty analu  is given by 
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This ratio provides the minimum expenditure for a given overall uncertainty of 22
analsamp uu +  


or, alternatively, the minimum uncertainty for a given expenditure [34]. 


Methods for modifying uncertainty from sampling are discussed in Appendix E, although 
operating at ‘minimum total cost’ is not always achievable or necessary. 
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17 Implications for planning sampling and measurement strategies 


17.1 Expertise and consultation 
As Section 4 shows, the sampling and analytical processes cover a range of activities. 
Different parts of the process are frequently allocated to different staff, who may have very 
different knowledge of the objectives and, more importantly, differing knowledge of the 
effect of different parts of the process. In general, all of those involved will have good 
knowledge of some part of the process, but few are able to advise on the complete process. It 
is therefore important that sample planners involve analytical chemists and experienced 
sampling technicians where possible in planning sampling. It is also prudent to include 
statistical experts in most circumstances (see below). Decision makers (i.e. business managers 
and those acting on the results of sampling activities) should be involved in planning for new 
applications, and regulators should also be consulted where a protocol is intended to support 
regulation. 


Although the principles of this Guide are widely applicable, expert statistical guidance is 
always valuable and should be considered essential in some circumstances. These include: 


• where the observed or expected frequency distributions are not normal, for example where 
the results contain more than 10% outliers, or where the results show markedly 
asymmetric distributions; 


• where large financial or social consequences depend on a reliable estimate of uncertainty; 


• where confidence intervals are needed on the estimates of uncertainty or, for more 
complex sampling plans, on the measurement results; 


• where the sampling strategy is more complex than simple random sampling with 
replicated measurements, for example in implementing stratified sampling. 


17.2 Avoiding sampling bias 
The methods described in this Guide are suitable for establishing the variability of sampling, 
but only the more complex methods can begin to assess uncertainties associated with possible 
bias in sampling. For this reason, close attention should be paid to minimising potential 
sources of bias. These include possible bias associated with differential sampling due to 
particle size, density or flow-rate; bias in selection of sampling points; the effect of different 
sampling equipment etc. Specific expertise in sampling methodology should be sought unless 
these factors can be demonstrated to be adequately controlled or are completely specified by 
an established sampling protocol. 


17.3 Planning for uncertainty estimation 
Sampling exercises should always make provision for at least some replicated samples and 
measurements in order to assess the uncertainty of the results.  


17.4 Fitness-for-purpose criteria 
Planning should ideally begin with the establishment of clear fitness-for-purpose criteria, 
taking into account the relative costs and uncertainties of sampling and analysis where they 
are known or can reasonably be determined in advance. Section 16 provides guidance on how 
analytical and sampling effort can be optimised.  
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17.5 Use of prior validation data 
The main uncertainties associated with analytical measurements are often estimated during, or 
on the basis of, analytical method validation, a process which is carried out prior to bringing 
the method into use. Consideration accordingly needs to be given as to whether the variability 
found as part of the sampling experiment should replace, inform, or simply serve as a check 
on, the analytical measurement uncertainty assessed using prior information. In considering 
this issue, it should be noted that the variability observed during a relatively short series of 
analyses is rarely sufficient as an estimate of uncertainty. Long-term studies are generally 
more reliable. It is accordingly safer to rely on prior validation data unless the observed 
variation is significantly higher. 


Uncertainties associated with sampling variability can themselves be estimated in advance, 
particularly where a long-term sampling programme is to be planned and implemented. Under 
these circumstances, it is usually prudent to obtain an initial estimate of sampling uncertainty. 
Ongoing studies can then serve as a check on continuing validity of the uncertainty estimate, 
for example by applying internal quality control principles as discussed in Section 13. 


17.6 Acceptability of sampling uncertainty 
Before reporting measurements, it should be evaluated whether they are acceptable and in 
accordance with the quality objectives set for the whole uncertainty and its sampling 
component, probably based on some fitness-for-purpose criterion, prior to the measurements. 
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Appendix A: Examples 


Introduction  
The most effective way to explain the methodologies described in the main text of this Guide 
is to show worked examples. These examples are not intended to cover all circumstances, but 
to show how the general principles can be applied to a variety of situations across a range of 
different sectors. These include food (production and retail), animal feed, and environment 
(soil and water). The examples are all structured using the same basic format, so as to aid 
comprehension and comparability.  
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Example A1: Nitrate in glasshouse grown lettuce 
 


Measurand Uncertainty estimation 
Analyte/ 


Technique 
Unit1 Sector/ 


Matrix 
Sampling 
target(s) 


Purpose Design Statistics 


Nitrate/Hot 
water 
extraction and 
determination 
by HPLC 


mg kg-1 


as received 
Food/ 
Lettuce 


1 bay of 
Iceberg  
lettuce 
grown under 
glass  


Uncertainty – 
total 
measurement, 
sampling and 
analytical 


Empirical 
- duplicate 
method 


Robust 
ANOVA 


 


1 Scope 
Estimate the measurement uncertainty, and contributions from sampling and analysis, for 
routine monitoring of glasshouse grown lettuce, using a standard sampling protocol. 


2 Scenario and sampling target 
Nitrate is essential for plant health; however, there are concerns for human health associated 
with eating elevated levels of nitrate. The concentrations of nitrate in lettuce are regularly 
monitored in line with EC requirements. Concentration estimates are made for each ‘bay’ of 
up to 20,000 lettuce heads, and the result for each bay used individually in assessing 
conformance with the relevant Regulation. Each bay is accordingly considered a sampling 
target, rather than individual heads of lettuce. In order to make a reliable comparison of the 
measured nitrate concentrations against the European regulatory threshold [35] (4500 mg kg-


1), an estimate of the measurement uncertainty is desirable.  


3 Sampling protocol 
The accepted protocol for this purpose specifies that one composite sample is prepared from 
10 heads of lettuce harvested from each bay of lettuce [36]. The lettuces are selected by 
walking a W shape or five-point die shape through the bay under investigation. This protocol 
is applied to all bays regardless of the size. Samples were taken in the morning and 
transported to the contracted analytical laboratory in ice-packed cool boxes to arrive within 24 
hours of sampling. 


4 Study design – duplicate method (Section 9.4.2) 
The minimum of eight targets were selected for inclusion in the uncertainty estimation 
protocol. For each of these bays a second 10-head sample was taken (S2) in addition to the 
routine sample (S1). This duplicate sample was taken in a way that represented the variation 
that could occur due to the ambiguities in sampling protocol, for example positioning of the 
origin of the W design, and its orientation. 
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Figure A1.1: Example of the 'duplicate method' 


 
Example of how the duplicate method can be applied. Using the W design as an example, the protocol 
stipulates the design but not the position or orientation. The ‘W’ is equally likely to start on the left or 
the right. Ten heads are taken along the line of the W to create a composite sample for one target. 


5 Sampling and analysis in the laboratory 
Primary samples were frozen on receipt at the laboratory. A lettuce (increment) from each 10-
head sample was cut into four equal quarters and two quarters retained. This was repeated for 
each of the 10 increments in the sample. The resultant 20 quarters were place in a Hobart 
processor and macerated to process a composite sample. Two analytical test portions (10 g) 
were taken. Each test portion was extracted using hot water and the nitrate concentration was 
determined by HPLC (ultra-violet detector). Quality control samples (spike recovery) were 
analysed concurrently with the real samples. No significant analytical bias could be detected 
and so bias correction was considered unnecessary for the resultant data. The raw 
measurement values use for the estimation of uncertainty had appropriate rounding, and no 
suppression of values less than either zero, or the detection limit.  


6 Results 
The best estimates of the nitrate concentration at each of the eight target locations are shown 
in Table A1.1. 
Table A1.1: Measurements of the concentration (mg kg-1) of nitrate in eight duplicated samples. The duplicate 
samples are labelled S1 and S2. Likewise, duplicate analyses are labelled A1 and A2. Hence, DS1A2 (value 
4754 mg kg-1) is analysis 2, from sample 1 from sampling target D 


 


Sample 


target 
S1A1 S1A2 S2A1 S2A2 


A 3898 4139 4466 4693 
B 3910 3993 4201 4126 
C 5708 5903 4061 3782 
D 5028 4754 5450 5416 
E 4640 4401 4248 4191 
F 5182 5023 4662 4839 
G 3028 3224 3023 2901 
H 3966 4283 4131 3788 
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Before applying statistical methods it is useful to inspect the data to ascertain the general 
levels of variability. The analytical duplicates (e.g. BS1A1 and BS1A2) are generally within 
300 mg kg-1 of each other, suggesting an analytical precision of less than 10%. The sample 
duplicates (e.g. DS1 and DS2) agree less well, but generally differ by less than 20%. 
However, one target (C) displays a greater difference, suggesting an outlying value.  


Quantification of the random component of the measurement uncertainty and two of its main 
components (sampling and analysis) was made using robust analysis of variance (RANOVA, 
Appendix C3, with output in Figure.A1.2. Robust ANOVA was used here as outlying targets 
are, in this relatively well-controlled environment, considered likely to be anomalies, rather 
than reflecting the underlying population statistics, and as a precaution against analytical 
outliers.  


Note: Robust methods should not be used where apparent outliers arise as part of the typical 
population of sampled increments or targets, unless the specific implementation allows for 
non-normal distributions for part of the assumed error structure.  


Figure A1.2 
CLASSICAL ANOVA RESULTS  


 Mean = 4345.5625 


 Standard Deviation (Total) = 774.5296 


 Sums of Squares = 12577113    4471511     351320      


                         Between-target          Sampling          Analysis 


 Standard Deviation         556.2804               518.16089         148.18063   


 Percentage Variance      51.583582               44.756204        3.6602174   


 


 ROBUST ANOVA RESULTS:  


 Mean = 4408.3237 


 Standard Deviation (Total) = 670.57617 


                                   Between-target          Sampling             Analysis          Measurement 


  Standard Deviation          565.39868              319.04834          167.94308           360.5506    


 Percentage Variance         71.090791              22.636889          6.2723172           28.909209   


 Relative Uncertainty                    –                     14.474814           7.6193626           16.357719   


 (% at 95% confidence) 


The output of ANOVA for data produced form a balanced experimental design (n = 8, Table A1.1). Both robust 
and classical estimates are given for comparison. Standard deviation estimates are computed for ‘between- 
target’ (sbetween-target), ‘within-target’ (ssamp) and within-chemical analysis (sanal). Results are in the same units of 
concentration as the input data (i.e. mg kg-1 in this case).  


 
Extracting the robust estimates from this output gives: 


ssamp = 319.05 mg kg-1  


sanal= 167.94 mg kg-1 


Equation 1 can be used to calculate:  


smeas = √ (ssamp2 + sanal2 ) = 360.55 mg kg-1  
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This can be used as an estimate of the random component of the standard uncertainty (u).  


The expanded relative uncertainty is given by Equation 3 as: 


 Umeas' = 200 * 360.55 / 4408 = 16.4% (of concentration value) 


For the sampling alone, the expanded relative uncertainty (random component) is similarly 
given by: 


Usamp' = 200 * 319.05 / 4408 = 14.5% 


For comparison the expanded uncertainty for the analytical contribution (random component) 
is given by: 


Uanal' = 200 * 167.94 / 4408 = 7.6%  


This value is less than the normal limits set within internal analytical quality control (e.g. 
10%).  


The analytical recovery estimates were not statistically different from 100% recovery (i.e. no 
analytical bias was detected). For this example, therefore, no additional allowance was made 
for uncertainty associated with analytical bias.  


7 Comments 
This uncertainty estimate does not include any estimate of the possible sampling bias.  


8 Assessment of the fitness for purpose of these measurements 
The fitness-for-purpose criterion used initially is that based on the percentage of total variance 
(Section 16.2). When using RANOVA the program computes how much the between-target, 
within-target (or sampling) and analytical variance contributes (as a percentage) to the total 
variance (Figure A1.2). For this study of nitrate in lettuce the maximum contribution to the 
total variance is from between-target variability (71.1%). By combining the sampling (22.6%) 
and analytical contributions (6.3%) it is clear that the combined measurement process 
contributes 28.9% of the total variance. This is marginally greater than the ideal of 20%. Of 
this measurement variance, sampling is the dominant factor, responsible for 78.2% of the 
measurement variance. 


Fitness for purpose may also be assessed using the optimised uncertainty (OU) methodology. 
This method addresses fitness-for-purpose assessment with financial considerations (Section 
16.3)[37]. In this case it can be shown that an increase from a 10-head to a 40-head composite 
sample is required to achieve fitness for purpose (Appendix E, and [38]). 


9 Reporting and interpretation 
For each bay of lettuce (sampling target), the nitrate concentration of the 10-head composite 
sample is compared to the threshold value (4500 mg kg-1). Each nitrate concentration should 
be reported with the measurement uncertainty (16.4% of the measured value) Table A1.2. The 
interpretation of whether each batch exceeds a threshold value, based upon its measurement 
and associated uncertainty, depends on the wording of the appropriate regulation [32] 
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10 Summary 
 


Measurement uncertainty 
Sampling Analytical Total 


14.5% 7.6% 16.4% 


 


 


Table A1.2  
Sample 


target 
S1A1 Expanded 


Uncertainty 


A 3898 639.3 
B 3910 641.2 
C 5708 936.1 
D 5028 824.6 
E 4640 761.0 
F 5182 849.8 
G 3028 496.6 
H 3966 650.4 


The nitrate concentrations associated with S1A1 (routine sample) are shown with the associated measurement 
uncertainty (calculated from U = 16.4%). As an example, Target F has a value of the measurand (or true value) 
between 4332 mg kg-1 and 6032 mg kg-1. 
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Example A2: Lead in contaminated top soil 
 


Measurand Uncertainty estimation 
Analyte/ 


Technique 
Unit Sector/Matrix Sampling 


target(s) 
Purpose Design Statistics 


Total lead 
/ICP-AES 


mg kg-1 
dry 
basis 


Environmental/ 
Top soil 


100 targets – 
each of area 
30 m x 30 m, 
with depth of 
0–150 mm  


Uncertainty –
total 
measurement, 
sampling and 
analytical 


Empirical 
- duplicate 
method 


Robust 
ANOVA 


 


1 Scope 
Estimate the measurement uncertainty, and contributions from sampling and analysis, at each 
of 100 different sampling targets within one site, using a common sampling protocol. 


2 Scenario and sampling target 
An investigation was made of a 9-hectare site, as part of the assessment of the land for 
potential housing development. The most important analyte element for human health risk 
assessment was found to be lead. In order to compare the concentration of lead in the soil with 
the national regulatory threshold limit (450 mg kg-1), an estimate of the lead concentration 
and the measurement uncertainty was required for each of 100 sampling targets. 


3 Sampling protocol 
One hundred samples of top soil (nominal depth 0–150 mm) were taken with a hand auger 
(diameter 25 mm) at 100 locations. These locations were distributed on a regular grid with 
sample spacing of 30 m (Table A2.1), and therefore each is intended to represent an area 30 m 
by 30 m. The surveying was conducted with a measuring tape and compass. 


4 Study design – duplicate method (Section 9.4.2) 
Ten of the samples (i.e. 10% of the total number), at randomly selected locations, were 
sampled in duplicate using the balanced design (Figure 2). The duplicate samples were taken 
at a distance of 3 m from the original sample, in a random direction. This aims to reflect the 
ambiguity in the sampling protocol, the uncertainty in locating the sampling target (e.g. the 
surveying error) and also the effect of small-scale heterogeneity on the measured 
concentration within the specified target. Six soil certified reference materials (CRMs) were 
selected for analysis to estimate analytical bias over a range of concentration. 


5 Sampling and analysis in the laboratory 
Primary samples were oven dried overnight at 60 C, disaggregated, sieved to remove particles 
with a natural grain size greater than 2 mm (based upon the definition of soil). The sieved 
samples (<2 mm) were all ground (95% < 100μm) and mixed. Test portions of 0.25 g were 
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taken for dissolution with nitric and perchloric acids, prior to determination of lead by ICP-
AES [39]. The measurements were subject to full analytical quality control (AQC), and 
corrected for reagent blank concentrations where these values were statistically different from 
zero. The raw measurement values use for the estimation of uncertainty had no rounding or 
suppression of values less than either zero, or the detection limit. 


6 Results 
The best estimates of the lead concentration at each of the 100 target locations are shown in 
the format of a map (Table A2.1). 


 
Table A2.1: Measured lead concentrations at each target on the sampling grid (mg kg-1), shown by the actual 
coordinates used in the regular sampling grid (spacing 30 m). They show a high degree of variability between-
locations of roughly a factor of 10. The variability within 10 of these locations selected at random (i.e. A4, B7, 
C1, D9, E8, F7, G7, H5, I9 and J5) was used for the estimation of uncertainty from sampling (Table A2.2). This 
within-target variation is substantial (e.g. a factor of 2) but substantially less than the between-target variability. 


Row A B C D E F G H I J 


1 474 287 250 338 212 458 713 125 77 168 


2 378 3590 260 152 197 711 165 69 206 126 


3 327 197 240 159 327 264 105 137 131 102 


4 787 207 197 87 254 1840 78 102 71 107 


5 395 165 188 344 314 302 284 89 87 83 


6 453 371 155 462 258 245 237 173 152 83 


7 72 470 194 82.5 162 441 199 326 290 164 


8 71 101 108 521 218 327 540 132 258 246 


9 72 188 104 463 482 228 135 285 181 146 


10 89 366 495 779 60 206 56 135 137 149 


 


Four measurements from the balanced design for each of the 10 sample targets selected for 
duplication were used for the estimation of uncertainty (Table A2.2). Visual inspection of the 
data allows an initial qualitative assessment of the relative importance of the two sources of 
measurement uncertainty. The low level of agreement between the concentration values from 
some of the sample duplicates is indicative of a high level of sampling uncertainty (e.g. S1 
compared to S2 for target ‘D9’). The agreement between the analytical duplicates (A1 and 
A2) is however generally much better for most samples (< 10% difference) than that between 
the sample duplicates.  
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Table A2.2: Measurements of the concentration (mg kg-1) of a lead on 10 duplicated samples from the total of 
100 targets in a survey of contaminated land (Table A2.1). The duplicate samples are labelled S1 and S2. 
Likewise, duplicate analyses are labelled A1 and A2. Hence, D9S1A2 (value 702 mg kg-1) is analysis 2, from 
sample 1 from sampling target D9. Values shown are rounded for clarity, and used for subsequent calculations, 
but generally un-rounded values are preferable for these calculations. 


Sample 


target 


S1A1 S1A2 S2A1 S2A2 


A4 787 769 811 780 


B7 338 327 651 563 


C1 289 297 211 204 


D9 662 702 238 246 


E8 229 215 208 218 


F7 346 374 525 520 


G7 324 321 77 73 


H5 56 61 116 120 


I9 189 189 176 168 


J5 61 61 91 119 


 


Quantification of the random component of the measurement uncertainty and two of its main 
components (sampling and analysis) was made using robust analysis of variance (RANOVA), 
with typical output shown in Figure A2.1. Robust statistics were selected to allow for the 
outlying values that are evident in this data (e.g. target A4, sample duplicate D9S1/S2, 
analytical duplicate B7S2A1/A2), and in most similar data sets (but see the Note in Example 
A1, section 6). The estimates of uncertainty are averaged over the 10 targets, assuming that 
the uncertainty is not varying significantly over this range of concentration. The uncertainty is 
expressed in relative terms so that it is applicable over this range of concentration (Section 
14.3).  


Extracting the robust estimates from this output gives: 


ssamp = 123.8 mg kg-1  


sanal = 11.1 mg kg-1 


Equation 1 can be used to calculate:  


smeas = √ (ssamp2 + sanal2 ) = 124.3 mg kg-1  


This can be used as an estimate of the random component of the standard uncertainty (u).  


The expanded relative uncertainty is given by Equation 3, with a coverage factor of 2 as: 


Umeas' = 200 * 124.3 / 297.3 = 83.63% (of concentration value) 


For the sampling alone, the expanded relative uncertainty (random component) is similarly 
given by: 


Usamp' = 200 * 123.8 / 297.3 = 83.29% 
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Figure A2.1: The output of ANOVA for data produced from a balanced experimental 
design (n = 10, Table A2.2) 
 CLASSICAL ANOVA RESULTS  


 Mean = 317.79999 


 Standard Deviation (Total) = 240.19238 


 Sums of Squares = 1738031.9   370075.5    6473       


                                   Between-target          Sampling          Analysis 


 Standard Deviation     197.55196           135.43246         17.990274   


 Percentage Variance    67.646327           31.792678         0.5609926   


 


 ROBUST ANOVA RESULTS:  


 Mean = 297.30884 


 Standard Deviation (Total) = 218.48763 


                                  Between-target          Sampling           Analysis          Measurement 


 Standard Deviation         179.67409              123.81386         11.144044         124.31436   


 Percentage Variance          67.62655               32.113293         0.26015487        32.373447   


 Relative Uncertainty                  –                      83.289726         7.4966113          83.626415   


 (% at 95% confidence)  


 
Both robust and classical estimates are given for comparison. Standard deviation estimates are computed for 
‘between-target’ (sbetween-target), ‘within-target’ (ssamp) and within-chemical analysis (sanal). Results are in the same 
units of concentration as the input data (i.e. mg kg-1 in this case).  


 


For comparison the expanded uncertainty for the analytical contribution (random component) 
is given by 


Uanal' = 200 * 11.1 / 297.3 = 7.5%  


This value is less than the typical limits set within internal analytical quality control (e.g. 
10%).  


Inclusion of analytical bias 
The analytical bias was estimated as –3.41% (±1.34%) using a linear functional relationship 
[40] established between the measured values on the certified values of the six CRMs (Table 
A2.3). 


There is currently no consensus on the best way to combine random and systematic effects 
into an estimate of uncertainty, although four options have been identified [30]. One option 
[25] is to consider the estimated analytical bias (e.g. –3.41%) to be a typical value for 
participants in an inter-organisational trial. If this bias, and its own uncertainty (1.34%) is 
then added to the random component of the uncertainty (using the sum of squares) it will 
increase the variance to that which would be found in such a trial. The logic of this approach 
is that the extra uncertainty that is usually detected in inter-organisational trials is due to the 
unsuspected bias within each organisation. Where an estimate can be made of the extra 
variance caused by these biases between different laboratories, this can be added to the 
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random component within one organisation. In this case, the standard relative analytical 
uncertainty is increased to 5.24% [ = (3.752 + 3.412 + 1.342)0.5]. The expanded analytical 
uncertainty (10.48%) is then greater than the analytical target value of 10%, but it can also 
usefully be compared with an independent estimate of the analytical measurement uncertainty 
made within the laboratory. The expanded uncertainty for the whole measurement is thereby 
increased to 83.95% [ = (83.292 + 10.482)0.5], which is practically identical to the purely 
random component of 83.63%. 


 


Table A2.3: Measured and certified lead concentration values for CRMs for the 
estimation of the bias of the analytical method 


CRM name 
(n=4) 


Mean 
(mg kg-1)


Standard 
Deviation
(mg kg-1) 


Certified 
value 


(mg kg-1) 


U on 
certified 


value 
(95% conf.) 


NIST2709 19.7 3.2 18.9 0.5 


NIST2710 5352.0 138.0 5532.0 80.0 


NIST2711 1121.4 14.7 1162.0 31.0 


BCR141 34.4 3.9 29.4 2.6 


BCR142 36.2 4.6 37.8 1.9 


BCR143 1297.5 33.0 1333.0 39.0 


 


 


7 Comments 
This estimate of uncertainty does not make allowance for any undetected sampling bias 
(Section 9.4.2). However, because the uncertainty is often dominated by the heterogeneity of 
the sampling target, the extra uncertainty introduced by bias in sampling can often be 
assumed to be insignificant by comparison (as shown for the analytical bias). Where the 
highest quality of uncertainty estimate is required, due perhaps to potentially large financial 
consequences from underestimating the uncertainty, it may be preferable to use one of the 
more elaborate methods using multiple samplers and/or protocols (Table 5). 


If the measurand (or true value) had been defined as the mean concentration of lead across the 
whole site, the uncertainty would have had to include the contribution from the standard error 
on the calculated mean value, expressed as ns


total
/ . For this example stotal is 403 mg kg-1, n 


= 100 and the uncertainty on the mean (291.9 mg kg-1) is therefore 27.6% of the value, at 95% 
confidence. This value can be calculated without knowing the individual contribution of the 
uncertainty from either the sampling or the analysis, and is often dominated by sbetween-sample. 


8 Assessment of the fitness for purpose of these measurements 
Using the ‘percentage of total variance’ method (Section 16.2), the output in Figure A2.1 
attributes the percentage of the total variance ([standard deviation (total)]2 that is contributed 
by ‘between-target’, sampling (within-target) and analysis (within-sample). In this particular 
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example there is clearly a dominance of the ‘between-target’ variance (67.6% of total 
variance), although this is less than the ideal threshold of 80% (Section 16.2). Furthermore, 
sampling dominates (32.11% of total variance) over chemical analysis (0.26% of total 
variance) as a contributor to the measurement variance. Sampling variance (i.e. within-target) 
is identified as the principal contributor (99.2%) of uncertainty in the measurement process in 
this case (i.e. 100 * 32.11 / [32.11 + 0.26]). 


The assessment of fitness for purpose of measurements in contaminated land investigation 
using the optimised uncertainty method (Section 16.3), is described elsewhere [41].  


9 Reporting and interpretation 
Individual measurements of lead concentration reported for these targets should have attached 
uncertainty values equal to 83.9% of the concentration value. This applies to all of these 
measured values (Table A2.1), which are at least 10 times higher than the analytical detection 
limit (estimated as 2 mg kg-1 in this case). In applications where this is not the case, it will be 
necessary to express the uncertainty as a function of the concentration [42]. Furthermore, the 
uncertainty on the mean measurements taken at the 10 targets where duplicate samples were 
taken (e.g. those listed in Table A2.2) will have reduced uncertainty estimates of 59.3% (= 
83.9/√2). 


Knowing the value of the uncertainty, it is also possible to make a probabilistic interpretation 
of the level of lead contamination on the site [43]. 


10 Summary 
Measurement uncertainty* 
Sampling Analytical Total 


83.3% 10.5% 83.9% 


* with coverage factor of 2 (i.e. 95% confidence) 


  







Example A3  


UfS:2007   Page 46 


Example A3: Dissolved iron in groundwater 
 


Measurand Uncertainty estimation 
Analyte/ 


Technique 
Unit Sector/Matrix Sampling target Purpose Design Statistics 


Dissolved 
iron/ 
ICP-AES 


mg l-1  Environment/ 
groundwater 


The groundwater 
near one selected 
monitoring well in 
a groundwater 
body 


Total 
uncer-
tainty 


Empirical 
duplicates 
used in 
validation 
and quality 
control  


Range 


 


1 Scope 
The scope is determination of the total uncertainty of the measurement of dissolved iron in a 
sampling validation study and subsequent control of sampling uncertainty during monitoring. 


2 Scenario and sampling target 
A groundwater body that is an important drinking water resource for the city of Århus, the 
second largest city of Denmark, has through surveillance monitoring been identified as at risk 
for deterioration of the quality due to intensive drinking water abstraction. An operational 
monitoring programme has been established in order to control the trend in water quality 
development.  


The groundwater body is in glacial outwash sand with Miocene sands and clays below and 
glacial till above. The geology at the site is complicated with several local aquifers 
(underground layer of water-bearing permeable rock, or permeable mixtures of 
unconsolidated materials) and aquitards (geological formation of layers comprised either of 
clay or on non-porous rock that restrict water flow from one aquifer to another). The 
groundwater body as identified is 2 km x 2 km x 10 m, starting 20–30 m below the surface. 
The natural quality of the groundwater is anaerobic without nitrate, with sulphate and reduced 
iron, but without hydrogen sulphide and methane. One of the threats to the groundwater body 
is oxygen intrusion into the aquifer as the result of the water abstraction and concomitant 
groundwater table drawdown.  


In the groundwater body, nine wells had been sampled for chemical analysis during 
surveillance monitoring, and six wells are now available for sampling. In the operational 
monitoring plan, it was decided to aim at monitoring one well twice per year. The objective of 
the operational monitoring was set to having a 95% probability of recognising a 20% quality 
deterioration. It was decided to use dissolved iron as a target parameter that would be a 
sensitive indicator of aquifer oxidation (decreasing iron concentration with increasing 
oxidation) and with redox potential as supporting evidence. Oxygen, pH, electrical 
conductivity and redox potential were used as on-line indicators of sampling stability and 
sodium, calcium and chloride as general groundwater quality parameters. Only the two key 
parameters, dissolved iron and redox potential, are discussed here. 
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Meeting the monitoring objective requires a measurement uncertainty including both 
sampling and analysis of not more than 10% (comparison of two means each for two samples, 
95% confidence interval, two-sided test) corresponding to an expanded measurement 
uncertainty of 20%. To ensure the compliance of the monitoring programme with the stated 
objective, a sampling validation study was initially conducted including all wells available 
and, based upon the results from this, a routine sampling quality control programme was set 
up for implementation with the monitoring programme for the selected monitoring well.  


The properties of the groundwater body were summarised based upon previous monitoring 
activities (surveillance monitoring). Table A3.1 shows a summary for the two key parameters 
including variability in time and space as well as measurement (sampling and analytical) 
uncertainty. 


Table A3.1: Key chemical parameters for nine wells to the groundwater body, 
surveillance monitoring 


 Redox potential Dissolved iron 


 mV mg l-1 


Mean -123 1.11 


Relative standard deviation 27% 56% 


Main cause of uncertainty Oxygen impact during sampling 
and on-line measurement Filtering 


 


The chemical data suggest that the groundwater composition is quite uniform over time and 
space with respect to the main components (data not shown, relative standard deviation 1.9–
16%), whereas the variability is high for the redox parameters (oxygen, redox potential and 
dissolved iron). The expected main causes of uncertainty are indicated in the table for the two 
key parameters and the causes were controlled during sampling. 


3 Sampling protocol 
Sampling was done according to the Århus County groundwater monitoring protocol, with 
permanent, dedicated pumps (Grundfos MP1) set in the middle of the screened interval of 
each well. Pump rates were 1–2 m3 h-1 (well purging) with a 10% reduction just before 
sampling. Two of the six wells were large-diameter abstraction wells equipped with high 
yield pumps. These were pumped with 40–60 m3 h-1 for well purging followed by pump rate 
reduction just before sampling. During well purging, the development in water quality was 
followed with on-line measurements of oxygen, pH, electrical conductivity and redox 
potential until stable readings and then samples were taken. A field report was filled in during 
the sampling, including pump yields and pumping times as well as water table measurements. 


4 Study design – empirical 
The empirical approach was selected for study design in order to provide estimates of 
heterogeneity in the groundwater body (between-target variation well-to-well and over time) 
and measurement uncertainty, split to show sampling uncertainty and analytical uncertainty. 
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4.1 Validation  
The objective of the validation programme was to ensure that a measurement uncertainty 
meeting the set quality objective could be obtained and to describe the components of 
uncertainty in order to identify points of improvement, if required. The validation programme 
was set up with sampling of six wells, two independent samplings per well and two sub-
samples per sample analysed, see Figure A3.1. 


 


Figure A3.1 Design outline for validation 


 
 


A total of 12 samples were taken and 24 sub-samples were sent for analysis in one sampling 
round as a validation study. 


4.2 Quality control 


The objective of the quality control programme for the operational monitoring was to ensure 
that measurement uncertainty did not increase over time during the monitoring. The quality 
control programme was set up after careful evaluation of the results from the validation study. 
Quality control was designed to include duplicate sampling, each with duplicate analysis, on 
one of the two annual sampling occasions of the monitoring programme, see Figure A3.2. In 
total, six sampling occasions with 12 samples and 24 sub-samples analysed were included in 
the first phase of the quality control programme. 


 


Ground-
water body


Well 1 Well 2 


 


Well 3 


 


Well 4 


 


Well 5 


 


Sample 1 Sample 2 


Analysis 1 Analysis 2


Well 6 
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Figure A3.2 Design outline for quality control, shown for one sampling occasion 


 
 


5 Sub-sampling and analysis 


The sample pre-treatment and analytical set up for the two key parameters (redox potential 
and dissolved iron) are shown in Table A3.2. 


 


Table A3.2: Pre-treatment and analytical programme 


 Redox potential Dissolved iron 


Pre-treatment On-line analysed On-line filtered, preserved with 
nitric acid, laboratory analysed 


5.1 Sub-sampling and sample pre-treatment 


Duplicate on-line measurements/sub-samplings for laboratory analysis were done by taking 
out split sample streams and treating each stream independently. This means that the 
‘analytical uncertainty’ obtained with the duplicate design also included sub-sampling, pre-
treatment, such as filtering, and transportation. An estimate of the analytical uncertainty alone 
could be obtained from the laboratory quality control data, see Section 5.3. 


Samples were on-line filtered excluding oxygen through 0.45 µm cellulose acetate membrane 
filters and sub-samples were preserved in the field for metal analysis by acidification with 
nitric acid. Sub-samples were stored in polyethylene containers in the dark at less than 10°C 
during transport to the analytical laboratory.  


5.2 Field analysis 


The sample stream was pumped through an on-line measuring array of a flow-through cell 
with sensors set up in series. The sensor used for redox potential is described in Table A3.3. 


 


Groundwater body 


Monitoring well 


Sample 1 Sample 2 


Analysis 1 Analysis 2 
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Table A3.3: On-line sensor used for redox potential measurements 


Parameter Instrument Cell Instrument 
accuracy 


Calibration and 
control 


Redox potential pH 340 Sensolyt Pt ±2 mV Daily service 


 


No quality control was performed of on-line measurements in the field. 


5.3 Laboratory analysis 
Analyses were performed at an independent, accredited (ISO 17025) laboratory using 
accredited methods subject to the required quality assurance and analytical quality control. 
Methods and performance data from quality control are shown in Table A3.4. 


 


Table A3.4: Methods and performance data from quality control for laboratory analyses 


 Method Within-series 
repeatability  


Between-
series 
reproduci-
bility 


Total 
reproducibi
-lity 


Total 
expanded 
uncertainty 


Detection 
limit 


Iron ICP-AES 0.95% 4.2% 4.3% 8.6% 0.01 mg l-1 


 


The certified reference material (CRM) VKI Metal LL2, nominal 0.200 mg Fe l-1 was used 
for quality control with 101.9% recovery (mean for 92 control results). 


5.4 Calculation methods 
The replicate data were treated using the range method (ISO 3085). For comparison, 
uncertainty estimates were calculated by analysis of variances (ANOVA) and robust ANOVA 
(RANOVA) using ROBAN version 1.0.1 (Appendix C3).  


The applied calculation methods are demonstrated in Section 7 (below). The range 
calculations are easily done using standard spreadsheets, and an example can be downloaded 
from http://team.sp.se/analyskvalitet/sampling/default.aspx. 


The occurrence of systematic sampling errors was not assessed quantitatively, but the 
consistency of the obtained results was used as a qualitative control of systematic errors. As 
an example, if dissolved iron was found above 0.1 mg l-1 in the same sample as oxygen was 
determined to be above 0.1 mg l-1, this would indicate a systematic sampling and/or pre-
treatment error. Similarly, redox potential and oxygen contents were checked to correspond in 
order to control systematic errors.  


6 Results 
The data set from the validation study is shown in Table A3.8 for dissolved iron with the 
range calculations. The calculations for redox potential in the validation study and for both 
dissolved iron and redox potential during quality control were done similarly.  


The data from the validation study (six different wells) using range calculations are shown in 
Table A3.5.  
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Table A3.5: Relative expanded uncertainty (%, coverage factor 2) for analysis, sampling 
and between-target (between wells) as obtained during validation using range 
calculations 


Range calculations Analyses Sampling Between-target 


Redox potential 5.2% 15% 14% 


Dissolved iron 2.1% 10% 70% 


 


For comparison, the statistical estimates are shown in Table A3.6 as obtained using ANOVA 
and RANOVA. 


Table A3.6: Relative expanded uncertainty (%, coverage factor 2) for analysis, sampling 
and between-target (between wells) as obtained for dissolved iron during validation 
using ANOVA and RANOVA calculations 


Dissolved iron Analyses Sampling Between-target 


ANOVA 1.6% 9.6% 70% 


RANOVA 1.8% 9.9% 72% 


 


The statistical estimates obtained with the range statistics during quality control (six sampling 
occasions) are shown in Table A3.7. 


Table A3.7: Relative expanded uncertainty (%, coverage factor 2) for analysis, sampling 
and between-target (between occasions) as obtained during quality control using range 
calculations 


 Analyses Sampling Between-target 


Redox potential 18% 3.8% 23% 


Dissolved iron 2.5% 3.6% 9.9% 
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Table A3.8: Results and range calculations for the validation study, dissolved iron, basic data in bold, symbols used to describe 
calculations only (T: target, S: sample, A: analysis, R: absolute differences, r: relative differences, n: numbers) 


Well 
number 


S1A1
h 


S1A2 S2A1 S2A2 21111 ASASR −=
 2


21111 ASASS +
=


 


100*
1
1


1
S
R


r =


 


22122 ASASR −=


 2
22122 ASASS +


=


 


100*
2
2


2 S
Rr =


2
21 SSS +


= 100*
21


S


SS
r


−
=


 mg l-1 mg l-1 mg l-1 mg l-1 mg l-1 mg l-1 % mg l-1 mg l-1 % mg l-1 % 
99.474 0.815 0.834 0.912 0.893 0.019 0.825 2.30 0.019 0.903 2.11 0.864 9.03 
99.468 1.80 1.83 1.94 1.93 0.030 1.82 1.65 0.010 1.94 0.517 1.88 6.40 
99.469 1.69 1.68 1.79 1.77 0.010 1.69 0.593 0.020 1.78 1.12 1.73 5.48 
99.916 2.62 2.61 2.83 2.84 0.010 2.62 0.382 0.010 2.84 0.353 2.73 8.07 
99.327 1.66 1.63 1.58 1.59 0.030 1.65 1.82 0.010 1.59 0.631 1.62 3.72 
99.371 1.52 1.53 1.47 1.50 0.010 1.53 0.656 0.030 1.49 2.02 1.51 2.66 


 413.71 =∑r  750.62 =∑r 32.10=∑ S 36.35=∑ r  


 61 =rn   62 =rn  6=rn  6=rn  
Analysis 


21


21


rr
A nn


rr
r


+


+
= ∑∑  18.1


66
6.7507.413


=
+
+


=Ar  
128.1
A


A
rCV = i 05.1


128.1
18.1


==ACV  
 


Sampling 


r
AS n


r
r ∑=+  89.5


6
36.35


==+ ASr  
128.1


AS
AS


r
CV +


+ =  22.5
128.1
89.5


==+ ASCV  
2


2
2 A


ASS
CV


CVCV −= +
j 17.5


2
05.122.5


2
2 =−=SCV  


r
AST n


S
S ∑=++  72.1


6
32.10


==++ ASTS  SAST ss =++
k 604.0=++ ASTs  


100*
AST


AST
AST S


s
CV


++


++
++ =  1.35100*


72.1
604.0


==++ ASTCV  Between-target 


 


2


2
2 AS


ASTT
CV


CVCV +
++ −=  9.34


2
17.51.35


2
2 =−=SCV  


                                                 
h S1A1: sample 1 analysis 1. 
i The standard deviation can be obtained from the mean of relative differences between duplicate measurements by division with the statistical factor 1.128. 


j The sum of relative variances is 
2


2
22 A


SAS
CVCVCV +=+  with the factor ½ on 2


ACV due to the mean of duplicate analyses being used. 


k s: standard deviation with n-1 degrees of freedom as obtained from most standard calculators and spreadsheets. 
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No groundwater samples had measurements of dissolved oxygen and dissolved iron 
above 0.1 mg l-1, and the low redox potential measured (-110 to -200 mV) is 
consistent with the absence of oxygen (<0.1 mg l-1) and the high dissolved iron 
concentrations (0.92 to 2.8 mg l-1). 


7 Comments 
Overall, the validation data show that the variability in the aquifer (between-target) 
was dominating the total uncertainty for dissolved iron, whereas sampling and 
between-target uncertainties were of the same size for dissolved iron. Analytical 
uncertainties were small (2–5%), and for dissolved iron were comparable to the 
repeatability obtained in laboratory quality control (expanded uncertainty 2.1% as 
compared to 1.9% respectively). If different wells were sampled, the sampling 
uncertainty was 10–15%. 


For dissolved iron measured during validation, the use of ANOVA and RANOVA 
calculations did not provide statistical estimates more than slightly different from 
those obtained with the simple range calculations. 


In the quality control scheme of monitoring, the variability between sampling 
occasions (between-target, 9.9%) was dominating the total uncertainty for parameters 
analysed as laboratory analysis (dissolved iron, 2.5% uncertainty), whereas the 
analytical uncertainty (18%) was almost as important as the between-target 
uncertainty (23%) for on-line measurements (redox potential). The reason for the 
large contribution from on-line measurements is that during quality control, duplicate 
on-line measurements were done with two different instruments in contrast to the 
validation study done with one single instrument for both duplicate measurements. 
Accordingly, the analytical uncertainty (instrument to instrument variation) for redox 
potential was considerably larger in the quality control (18%) than in the validation 
study (5.2%). For dissolved iron, the analytical uncertainty was comparable in 
validation and in the subsequent quality control (2.1% and 2.5% respectively). The 
sampling uncertainty was lower when sampling just one well on different occasions 
during quality control (3.6–3.8%) than when sampling different wells at the same time 
during validation (10–15%). The uncertainty between-target (variation from one 
sampling occasion to the next) during quality control was small for dissolved iron 
(9.9%), but larger for redox potential (23%). 


If a continuous control of sampling uncertainty had been required, the control data 
could have been plotted in control charts in order to obtain an early warning of 
excessive uncertainty (random errors) for each sampling occasion. 


The number of replicates (six) in this study was less than used in most cases and the 
risk of a decreased confidence in the uncertainty estimates should be considered in 
evaluation of the results. 


The uncertainty contribution from sampling bias was only addressed through 
evaluation of the consistency of the measurements obtained from different, 
interrelated chemical parameters (oxygen, dissolved iron, redox) and the evaluation 
supported the conclusion that sampling and sample pre-treatment had succeeded in 
avoiding bias due to oxygen impact and filter clogging. 


8 Summary 
The measurement uncertainty (% uncertainty with coverage factor 2) is summarised 
below for dissolved iron.  
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The data show that the requirement for less than 20% expanded measurement 
uncertainty could be fulfilled for dissolved iron (sampling validation), and that the 
required measurement uncertainty was in reality achieved during the routine 
monitoring (sampling quality control). Furthermore, the data show that if an 
improvement of the certainty of monitoring was required, the obvious point of 
improvement would be increased monitoring density for dissolved iron (between-
target uncertainty dominating), whereas improvement of the on-line measurement 
uncertainty could help for redox potential (large contribution of analysis uncertainty).  


 


Dissolved iron 
in groundwater 


Expanded uncertainty, coverage factor of 2 Between-target 
variability 


 Sampling Analysis Measurement  


Validation 10% 2.1% 10% 35%l 


Quality control 3.6% 2.5% 4.4% 9.9%m 
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Example A4: Vitamin A in baby porridge containing fruit and milled 
cereals 
 


Measurand Uncertainty estimation 
Analyte/ 


Technique 
Unit Sector/ 


Matrix 
Sampling 


target 
Purpose Design Statistics


Vitamin A 
(as 
retinol)/ 
HPLC 


µg 100 g-1  
in powder 


Food/ 
Baby 
porridge-
powder 
containing 
fruit 


Produced 
batch 


Total 
measurement 
uncertainty 


Empirical 
duplicate 
method 


One-way 
ANOVA 


 


1 Scope 
The scope is to estimate the measurement uncertainty and contributions from 
sampling and analyses. The estimates are based on samples from one type of baby 
porridge – taken from 10 different batches – using a sampling protocol collecting 
duplicate samples from each batch. 


2 Scenario and sampling target 
In the production of baby (infant) porridge, the vitamin A (retinol) is added as a 
premix (together with vitamin D and vitamin C). The premix is a minor ingredient. 
All ingredients are mixed thoroughly before distribution into packages. Earlier 
analysis indicated a bigger variation in analytical result between packages than 
expected. A measurement uncertainty of 20–30% would be considered acceptable. 
The question was raised whether the variation is due mainly to analytical uncertainty 
or to sampling uncertainty. One of the theories suggests that the vitamin is locally 
unevenly distributed within the package, and therefore will give bigger analytical 
uncertainty if the test portion is too small (e.g. 3–5 g).n One possible explanation of 
the heterogeneity is that the vitamin premix aggregates in small hot spots, due to 
electrostatic interactions with the fruit particles in the porridge powder. The producers 
recommend a test portion size of 40–50 g whenever analysing vitamin A, D and C in 
baby porridge powder.  


In order to compare the measured vitamin A concentration against declared values 
and European regulatory thresholds, an estimation of measurement uncertainty is 
desirable. To determine the random component of the measurement uncertainty, an 
empirical approach using the duplicate method (see Section 9.4.2) was chosen. To 
estimate the systematic component a comparison with a reference value was made. 


                                                 
n EN-12823-1 ‘Foodstuffs – determination of vitamin A by HPLC’ indicates a test sample of 
approximately 2–10 g. 
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3 Sampling protocol 
Normally a spot sampling approach is employed in which one sample (one package) 
of a batch is used as a screening sample by comparing its content against the declared 
values and legal limits.  
Validation – In this study two samples are collected from each of 10 different batches 
of one type of baby porridge powder (i.e. 10 sampling targets). Each sample is equal 
to one package of approximately 400 g powder.  
Quality control – Quality control (QC) of sampling from different types of baby 
porridge is done by collecting two samples from each of eight batches of different 
types of baby porridges (i.e. eight sampling targets). All the types of porridges contain 
fruit in addition to milled cereals. 


To ensure the quality in each package of the product at the time of the ‘best before 
date’ of the porridge powder, the producer wraps the product in an air-tight and light-
protecting bag. It is therefore assumed the degradation of the vitamin A is negligible 
during normal shelf life. The sampling for the validation was performed at the place 
of production. For QC, the samples were purchased partly at the place of production, 
and partly at the retailers. When the samples were collected from retailers, care was 
taken to collect the two samples (of each product) at different retailers but in addition 
to assure the samples had the same batch marking. This is important to avoid adding 
between-batch variations to the apparent sampling uncertainty, as the sampling 
protocol in this case specifies sampling from a particular batch. 


4 Study design – empirical approach  
An empirical (‘top-down’) approach – duplicate method was selected to provide 
estimates of the random component of sampling uncertainty. The validation is 
performed on one type of baby porridge containing fruit and milled cereals. In the 
sampling for the QC different products of baby porridge (all containing fruit and 
milled cereals) are tested to see if the estimate for measurement uncertainty from the 
validation study is appropriate for different types of baby porridges containing fruit 
and milled cereals. 


4.1 Validation 


Samples are collected on-line (just after the filling operation of packages) at random 
times. Two samples (two packages, each of approximately 400 g) are collected from 
each of 10 production units (batches) of one type of baby porridge powder.  
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Figure A4.1: Sampling for validation. Two samples are taken from each of 10 
production units/batches of the same type of baby porridge 


…….. Etc. 


Sample B1S2 Sample B1S1


Test sample 1


Test sample 2


Test sample 1


Test sample 2


S1


Sample B10S2 Sample B10S1


Test sample 1


Test sample 2


Test sample 1


Test sample 2


S1
Batch 1 Batch 10


S2S2


S1


S2


S1


S2


 


4.2 Quality control 
For quality control (QC) two samples are collected from one batch of each of eight 
different types of baby porridges, containing fruit and milled cereals. The porridges 
are products from three different producers. The samples (except for two types of 
porridges) were provided by two of the producers. The rest was bought at the retailer.  


Figure A4. 2: Sampling for QC. Two samples are taken from one batch of each 
of eight different types of baby porridge 


…….. Etc. 


Sample P1S2
(1 package)


Test sample 1


Test sample 2


S1


S2
S1


S2


Product 8Product 1


Sample P1S1
(1 package)


Test sample 1


Test sample 2


 


5 Sampling and analysis in the laboratory 
The analytical work is done by ‘The National Institute of Nutrition and Seafood 
Research’ (NIFES). The laboratory is accredited according to EN ISO/IEC 17025. 
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The laboratory participates in Laboratory Proficiency Tests (FAPAS and Bipea) with 
good results (in the period 2000–2005, |Z-score|<1). The method was validated using 
a certified reference material (CRM). Data concerning the laboratory performance is 
given in Table A4.1.  


Table A4.1: Methods and performance data from quality control – laboratory 
analyses 


Parameters Vitamin A – determined as retinol 


Method HPLC – normal phase column – UV-detection 


Repeatability 2RSD (%) = 6 


Within-reproducibility 2RSD(%) = 8 


Measurement uncertainty  14% (95% confidence interval) 


Recovery   Standard addition, in lab: 90–110% 


 Based on laboratory proficiency tests (in 
period 1999–2005), different matrixes: 88–
113%, mean recovery 100.5% 


Limit of quantification (LOQ) 0.14 mg kg-1 


CRM used NIST 2383 – baby food (mixed food composite) 


 CRM – certified level 0.80 ±0.15 mg kg-1 (95% confidence interval) 


 CRM – analysed value 0.77 ±0.14 mg kg-1 (n=28, 95% confidence 
interval) 


 


5.1 Secondary sampling  


A mechanical sample divider (Retsch) is used to split the samples. From each of the 
primary samples, four test samples are collected: two portions of approximately 3–5 g 
and two portions of approximately 40–50 g.  







Example A4  


UfS:2007 Page 59 


 


Figure A4.3: Splitting of the primary sample to make four test samples 


…….. Etc. 


Sample B1S2
(1 package)


Sample B1S1


Test sample S2A1
(40-50 g)


Test sample S2A2
(40 – 50 g)


Test sample S2B1
(3-5 g)


Test sample S2B2
(3 – 5 g)


S1


S2
S1


S2


Batch 10Batch 1


 
 


5.2 Analyses  


The analytical method is based on EN-12823-1 (Foodstuffs – Determination of 
vitamin A by HPLC – Part 1: Measurement of all-trans-retinol and 13-cis-retinol). 
Retinol is saponified by using ethanolic potassium hydroxide containing antioxidants. 
Vitamin A is extracted by using hexane. Analysis is performed by using high 
performance liquid chromatography (HPLC), with a UV detector.  


In the validation, for each of the primary samples, two analyses are performed on test 
samples of 40–50 g and two analyses on test samples of 3–5 g. In the QC two 
analyses are performed on test samples of 40–50 g. On each test sample only one 
analytical determination is performed (no analytical duplicates). 


6 Information from the producer 
Data for estimating the ‘true value’ of vitamin A in baby porridge are provided by the 
producer (Nestlé) of the product chosen for the validation, see Table A4.2.  
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Table A4.2: Product data provided by the producer 


Product Oatmeal porridge with bananas and 
apricots (Nestlé) 


Weight of batch, including premix 


(1 batch = 2 mixing containers) 
1092 kg 


Weight of added vitamin-premix in batch 1.228 kg 


Vitamin A in premix (data from the Certificate 
of Analysis) 9016 IU g-1 = 2705 µg g-1 (retinol) 


Vitamin A added to the batch 304 µg 100 g-1 (retinol) 


Vitamin A in ingredients according to the 
product specification 45 µg 100 g-1 (retinol) 


Estimated ‘true value’ of vitamin A 349 µg 100 g-1 (retinol) 


Vitamin A declared as Retinol – (sum of trans- and cis- 
retinol) 


7 Results   
Test sample 40 g – baby porridge  


Table A4.3: Validation data – from the same product, results given in µg 100 g-1 
powder 


Batch S1A1 S1A2 S2A1 S2A2 


B1 402 325 361 351 


B2 382 319 349 362 


B3 332 291 397 348 


B4 280 278 358 321 


B5 370 409 378 460 


B6 344 318 381 392 


B7 297 333 341 315 


B8 336 320 292 306 


B9 372 353 332 337 


B10 407 361 322 382 


 


S1 and S2: Primary samples from sampling location 1 and 2 of one production batch 


A1 and A2: Analyses of duplicate test samples of a primary sample S 


Analysed mean value (test sample 40 g): 348 µg 100 g-1 
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Test sample 4 g – baby porridge 


Table A4.4: Validation data – same product, results given in µg 100 g-1 powder 
Batch S1B1 S1B2 S2B1 S2B2 


B1 400 491 323 355 


B2 413 159 392 434 


B3 315 391 252 454 


B4 223 220 357 469 


B5 462 343 262 293 


B6 353 265 305 456 


B7 298 234 152 323 


B8 425 263 417 353 


B9 622 189 291 272 


B10 292 397 142 568 


 


S1 and S2: Primary samples from sampling location 1 and 2 of one production batch 


B1 and B2: Analyses of duplicate test samples of a primary sample S 


Analysed mean value (test sample 4 g): 341 µg 100 g-1 


7.1 Calculations 
The ANOVA calculation can be done by using available tools in Excel, Minitab, 
SPSS etc. In this study the calculations are done in an excel spreadsheet and the 
details are shown in Section 10 – ANOVA calculations. 


Calculation of uncertainty of analyses, one-way ANOVA, test sample 40 g 


Table A4.5: Results from ANOVA calculations – uncertainty of analyses – sum 
of squares of differences, within-groups (SS-Error). For details see Section A4.11 


SSE-Anal 


(µg 100 g-1)2 


 


Degrees of 
freedom (df) 


 


Variance 


= SSE-Anal /df 


(µg 100 g-1)2 


Standard deviation, 
SDanal 


= /df(SS  EAnal)  
(µg 100 g-1) 


Relative standard deviation 
RSDanal(%) 


= (SD / X a)*100% 


16595 20 829.75 28.805 8.28 


 


Calculation of uncertainty of sampling, one-way ANOVA, test sample 4 g 


Table A4.6: Results from ANOVA calculations – uncertainty of sampling – sum 
of squares of differences. For details see Section A4.11 


SSS 


(µg 100 g-1)2 


 


Degrees of 
freedom (df) 


 


Variance 


VSamp= 


(SSS/dfS – SSEAnal/dfA)/2 
(µg 100 g-1)2 


Standard deviation, 
SDsamp 


= SampV  (µg 100 g-1) 


Relative standard 
deviation RSDsamp(%) 


= (SD / X s)*100% 


14231 10 296.7 17.22 4.95 
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Calculation of measurement uncertainty – 40 g test sample  
The RSD (%) value from the ANOVA calculation can be used as an estimate of the 
standard uncertainty u (%). The analytical laboratory has estimated the analytical 
standard uncertainty to be 7%, which is lower than the random analytical component 
for this sample type of 8.28%. The higher value of these two is used in the 
calculations. Combining the RSD values from tables A4.5 and A4.6 with Equation 1, 
the results can be written as in Table A4.7. 


umeas = 22 )()( analsamp uu +        (Equation A1) 


Table A4.7: Measurement uncertainty – 40 g test sample 


Measurement uncertainty, ANOVA calculations – 40 g test samples 


 Sampling Analytical Total 


Uncertainty u (%)  4.95 8.28 9.7 


Expanded uncertainty U (%) = 2*u  


With a coverage factor of 2 (i.e. 95% 
confidence) 


9.9 17


 


20 


 


 


Calculation of uncertainty of analyses, one-way ANOVA, test sample 4g 
The same calculations are used as for the test sample size of 40 g (see Table A4.14, in 
Section 11 of this example).  


Table A4.8: Results from ANOVA calculations – uncertainty of analyses, 4 g test 
sample – sum of squares of differences, within groups (SS-Error) 


SSE 


(µg 100 g-1)2 


Degrees of 
freedom (df) 


(N*2-N)=20 


Variance 


= SSE /df 


(µg 100 g-1)2 


Standard deviation, 
SDanal 


= /dfSS  E  


(µg 100 g-1) 


Relative standard deviation 
RSDanal(%) 


= (SD / X a)*100% 


312206.5 20 15610.325 124.9413 36.6800 


 


Calculation of uncertainty of sampling, one-way ANOVA, test sample 4 g 


Table A4.9: Results from ANOVA calculations – uncertainty of sampling, 4 g test 
sample – sum of squares of differences 


SSS 


(µg 100 g-1)2 


 


Degrees of 
freedom (df) 


 


Variance 


VSamp= 


(SSS/dfS – 
SSEAnal/dfA)/2 


(µg 100 g-1)2 


Standard deviation, 
SDsamp 


= SampV  


(µg 100 g-1) 


Relative standard deviation 
RSDsamp(%) 


= (SD / X s)*100% 


102860.25 10 -2662.15 
2662.15-  


Set to zero 
Conventionally set to zero 
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The same calculations are used as for the test sample size of 40 g (Table A4.15, 
Section 11 of this example).  


The negative value of VSamp in Table A4.9 indicates that SDSamp is small compared to 
the calculated value of SDanal. In this case, the estimates of SDanal and SDsamp using 
robust ANOVA confirmed the smaller sampling standard deviation; the robust 
ANOVA estimates were uSamp(%) = 6.9% and uAnal(%) = 30%. 


As the sampling is identical for the experiments with 40 g and 4 g test samples (and 
the uncertainty of sampling therefore should be the same), an RSDsamp (%) = 5% 


95.4(≈  see table A4.7) is used as an estimate. 


Calculation of measurement uncertainty – 4 g test sample  
Using the calculated RSD (%) value in Tables A4.5 and A4.6 as an estimate of the 
measurement uncertainty and combining with Equation A1 the results can be written 
as follows (Table A4.10). 


Table A4.10: Measurement uncertainty – 4 g test sample 


Measurement uncertainty, ANOVA calculations – 4 g test samples 


 *Sampling Analytical Measurement 


Uncertainty u (%)  5 36.7 37 


Expanded uncertainty U (%) = 2*u  


With a coverage factor of 2 (i.e. 95% 
confidence) 


 


10 


 


 


73.4 


 


74 


* The u (%) value is derived from calculations using 40 g test samples 


 


7.2 Effect of the size of test sample on measurement uncertainty 
The baby porridge powder looks homogeneous, and therefore a low measurement 
uncertainty (u) is expected. However, analyses of the powder indicated a surprisingly 
large u when using a test sample size of 4 g (the CEN-standard EN-12823-1 indicates 
a test sample size of approximately 2–10 g). The producers recommended using a test 
sample size of 40–50 g. 


The validation tests gave the following results 


Table A4.11: Comparing measurement uncertainty – test samples of 40 g and 4 g  


Test sample size Measurement 
uncertainty (umeas) 


Expanded measurements 
uncertainty Umeas 


40 g test sample 9.7% 20% 


4 g test sample 37% 74% 


 


It can be concluded that u40g << u4g. A Umeas of approximately 20% is acceptable, 
using the manufacturer’s criterion of 20–30%, while a Umeas of 74% is considered to 
be too high, taking into account the matrix and production conditions of this type of 
product. 
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It can therefore be concluded that a test sample weight of 4 g is not ‘fit for purpose’ 
when analysing vitamin A (retinol) in baby porridge powder containing milled cereals 
and fruit. A test sample size of 40–50 g is recommended. This also supports the theory 
that the vitamin is unevenly distributed in the product, possible as local ‘hot spots’ 
due to electrostatic interactions.  


7.3 Quality control 
According to Section 13.2.2 of this Guide, the principal tool in quality control is 
replication. This is minimally executed by taking two samples from each target by a 
complete (and suitably randomised) duplication of the sampling protocol. There is 
only a need to analyse the sample once and the difference between the results 


21
xxD −=  is calculated. In this study each sample was analysed twice, but the 


comparisons were made between one analyses of each sample (double set).  


In the quality control study, test portions of 40 g were used. According to 
declarations, the products contain different amounts of vitamin A. 


 


Table A4.12: Quality control data for test portion 40 g of different products 


Product Producer Porridge powder ingredients S1A1 S1A2 S2A1 S2A2 
P1 1 Oat, rice and pear 322 319 350 375 
P2 1 Oat, rye, rice and pear 332 317 358 393 
P3 1 Wheat, banana and apple 443 430 461 388 
P4 1 Wheat and apple 318 383 390 334 
P5 2 Oat, rice and banana 252 219 265 227 
P6 2 Wheat and apple 274 239 233 217 
P7 2 Oat, rice and apple 206 225 198 195 
P8 3 Wheat, spelt, oat and apple (organic product) 392 335 375 416 


 


S1 and S2: Primary samples (laboratory samples) from sampling locations 1 and 2 of 
one batch from each product. 


A1 and A2: Analyses on two test samples from each laboratory sample. 


 
Quality control – calculation and control chart 
The validated uncertainties of sampling and analysis are usamp and uanal respectively. 
The construction of a control chart is described in Section 13.2. In the case of baby 
porridge (40 g test sample) the following calculations can be made:  


Warning limit: ( ) %27%28.895.4*83.2*38.2 2222 =+=+= sampanal uuWL  


Action limit: ( ) %36%28.895.4*69.3 22 =+=AL  


Central line: ( ) %11%28.895.4*128.1 22 =+=CL  
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Table A4.13: Quality control: calculation of differences D and D (%) – between 
samples from a batch  


Product Analyses 


Sample S1 


XS1 


Sample S2 


XS2 21 SS
xxD −= x  


 
%100*)/((%) xDD =


 


P1 A1 322 350 28 336 8 


P2  332 358 26 345 8 


P3  443 461 18 452 4 


P4  318 390 72 354 20 


P5  252 265 13 259 5 


P6  274 233 41 254 16 


P7  206 198 8 202 4 


P8  392 375 17 384 4 


P1 A2 319 375 56 347 16 


P2  317 393 76 355 21 


P3  430 388 42 409 10 


P4  383 334 49 359 14 


P5  219 227 8 223 4 


P6  239 217 22 228 10 


P7  225 195 30 210 14 


P8  335 416 81 376 22 


 


The calculated D (%) in Table A4.13 can be compared directly with the action limit, 
or the results can be presented in a control chart, see Figure A4.4.  
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Figure A4.4: Control chart: quality control analyses of vitamin A in baby 
porridge containing cereals and fruits 
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Calculated:  D (%) 
Action limit (36 %)
Warning limit (27 %)
Central line (11%) 


 
 


The control chart in Figure A4.4 shows that when collecting duplicated samples from 
the same batch, the difference between analytical results D (%) is smaller than the 
action limit. All the calculated difference are in fact smaller than the warning limit of 
27%. 


The measurement uncertainty determined in the validation step is therefore considered 
suitable for the quality control of the sampling of baby porridge containing milled 
cereals and fruit.  


If the normal procedure is to analyse one sample from each batch, it is recommended 
that duplicate samples are collected from the same batch at least in one of ten of the 
sampled batches. 


Measurement uncertainty 


Sampling uncertainty 


Calculations from the validation study gave an expanded sampling uncertainty Usamp 
(%) = 10% (40 g test sample – see Table A4.7). The calculated uncertainty does not 
include contributions to the uncertainty due to ‘between protocol’ and ‘between 
samplers’ differences.  


Analytical uncertainty 


Calculation from the validation study gave an expanded measurement uncertainty of 
analyses (Uanal) of 17% – 40 g test sample. The laboratory reports their own 
estimation of the analytical uncertainty (see Table A4.1): 2*RSDinlab(%) = 14%. 
2*RSDinlab(%) is used as an estimate of Uanal in the laboratory. The Uanal found in the 
validation study was at the same level but still a little bigger than the Uanal reported by 
the laboratory.  


The certified reference material (CRM) used is 2383 (NIST) – baby food composite. 
The CRM is a mix of different foods of plant and animal origins – and the uncertainty 
found when analysing the CRM might not be identical with that found when analysing 
baby porridge powder. Laboratory data for the CRM 2383 is included in the table 
below. 
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CRM 2383 
Mean value mg 
kg-1 U (%)95%


Laboratory 
bias (%) 


Certified 0.80 ± 0.15 18.8 - 


Analysed 0.77 ± 0.14 18.2 - 3.75 


 


The measurement uncertainty and the bias determined for the CRM could be allowed 
for in the analytical measurement uncertainty (as in the NordTest UFS Guide, 
Example 2), but as the matrix in the validation study is different from that for the 
CRM used, we chose not to include it in this study. 


Total measurement uncertainty 


Calculations from the validation study gave an expanded measurement uncertainty 
Umeas(%) = 20% (40 g test sample – see Table A4.7).  


Systematic bias 


The laboratory reports a recovery of normally 90–110%. Recovery based on 
laboratory proficiency tests 1999–2005: 88–113%. The results for the PT indicate no 
(or very small) systematic bias. Analyses of CRM 2383 in the laboratory gives a mean 
analysed value of 96.3% of the certified value – which indicates a small bias (-3.7%). 
As the matrix of the CRM ‘baby food composite’ is different to the baby porridge, 
and the analytical method includes an extraction, the bias determined when analysing 
the CRM might not be representative for the analyses of baby porridge.  


In the validation study, the mean value of retinol was determined to be 348 µg 100 g-1 
(when using a test sample of 40 g). According to data provided by the producer (see 
Table A4.2), the ‘true value’ for retinol was calculated to be 349 µg 100 g-1 porridge 
powder. This gives a recovery of 99.7% of the ‘true value’. This indicates that the 
systematic error due to sampling and analyses is small and might be negligible when 
analysing baby porridge-powder containing milled cereals and fruits – on the 
condition that a test sample of 40–50 g is used. 


8 Comments  
When a test sample of approximately 40 g is used, the retinol concentration C in baby 
porridge-powder containing milled cereals and fruit should be reported with the 
expanded measurement uncertainty, i.e. C±20% of the measured value C (95% 
confidence).  


When baby porridge-powder containing milled cereals and fruit is to be analysed, it is 
recommended to use a relatively large test sample of approximately 40–50 g and not 
2–10 g as indicated in the official CEN method (EN-12823-1). As the analytical 
uncertainty (40 g test sample) was bigger than the normal analytical uncertainty of the 
laboratory, even larger samples than 40 g might be considered.  
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9 Summary 
Measurement uncertainty for 40 g test samples Sample 


 Sampling Analytical Total Typical between-target variation 


RSDB(%) of the mean values of 
analyses of the batches in the 
validation test (see Table A4.15)


Uncertainty u (%) = 
RSD (%) 


4.95 8.3 9.7 8.2 


#Expanded uncertainty 
U (%) = 2*u 


9.9 16.6 19.4 16.4 


 
# With a coverage factor of 2 (i.e. 95% confidence) 
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11 ANOVA calculation, vitamin A in baby porridge – details 
Calculation of uncertainty of analyses, one-way ANOVA, test sample 40 g 


Table A4.14: ANOVA calculations – uncertainty of analyses – sum of squares of 
differences, within groups (SS-Error) 


 Analyses (µg 100 g-1) 
Mean value – each 


sample 
(µg 100 g-1) 


Squares of differences – 
within groups (µg 100 g-1)2 


Sample A1 =xi j =xi1 A2 = xi j = xi2 ix  = ( xi1+ xi2)/2 (xi- x i)2 


B1-S1 402 325 363.5 1482.25 
B2-S1 382 319 350.5 992.25 
B3-S1 332 291 311.5 420.25 
B4-S1 280 278 279 1 
B5-S1 370 409 389.5 380.25 
B6-S1 344 318 331 169 
B7-S1 297 333 315 324 
B8-S1 336 320 328 64 
B9-S1 372 353 362.5 90.25 


B10-S1 407 361 384 529 


B1-S2 361 351 356 25 
B2-S2 349 362 355.5 42.25 
B3-S2 397 348 372.5 600.25 
B4-S2 358 321 339.5 342.25 
B5-S2 378 460 419 1681 
B6-S2 381 392 386.5 30.25 
B7-S2 341 315 328 169 
B8-S2 292 306 299 49 
B9-S2 332 337 334.5 6.25 


B10-S2 322 382 352 900 


Mean value of measurements:  


X a =1/20 * ∑
=


20


1i
x i  = 347.85 µg 100 g-1 


2SS-Error (SSE): 


= ∑
=


20


1i


[(xi1- x i)2+(xi2- x i)2]= ∑
=


20


1i


2* (xi- x i)2 


SSE 


(µg 100 g-1)2 


Degrees of 
freedom (df) 
(N*2-N)=20 


Variance 
= SSE /df 


(µg 100 g-1)2 


Standard deviation, 
SDanal 


= /dfSS  E  


(µg 100 g-1) 


Relative standard deviation 
RSDanal(%) 


= (SD / X a)*100% 


16595 20 829.75 28.80538 8.280978 
Notes on Table A4.14.  


1. Calculation of SS-Error – in this case two test samples are analysed for each laboratory sample, therefore: 


( ) ( ) ( ) ( )[ ] ( )∑∑
==


−=−+−=⇒−=−
20


1


2
1


20


1


2
2


2
1E


2
2


2
1 2SS


i
ii


i
iiiiiiii xxxxxxxxxx  
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If the number of test samples analysed is greater than two, the squares of differences will be not be equal and the 


calculation to be done is the following:   SSE = ∑
=


20


1i


( )∑
=


−
n


iij xx
1j


2   


2. df = (N*n-N)=(20*2-20)= 20 where N is the number of samples and n is the number of test samples analysed of 
each batch. 
Calculation of uncertainty of sampling, one-way ANOVA, test sample 40 g 


Table A4.15: ANOVA calculations – uncertainty of sampling – sum of squares of 
differences  


S1A1=xi1 S1A2=xi2 S2A1=xi3 S2A2=xi4 ix  
2


21


2
⎟
⎠
⎞


⎜
⎝
⎛ −


+
i


ii x
xx


 


2
43


2
⎟
⎠
⎞


⎜
⎝
⎛ −


+
i


ii xxx


402 325 361 351 359.75 14.0625 14.0625 


382 319 349 362 353 6.25 6.25 


332 291 397 348 342 930.25 930.25 


280 278 358 321 309.25 915.0625 915.0625 


370 409 378 460 404.25 217.5625 217.5625 


344 318 381 392 358.75 770.0625 770.0625 


297 333 341 315 321.5 42.25 42.25 


336 320 292 306 313.5 210.25 210.25 


372 353 332 337 348.5 196 196 


407 361 322 382 368 256 256 


14231
2


*2
2


*2


2222


10


1i


2
43


2
21


10


1i


2
43


2
43


2
21


2
21


=
⎥
⎥
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⎤


⎢
⎢
⎣


⎡
⎟
⎠


⎞
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⎝


⎛
−


+
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⎠


⎞
⎜
⎝


⎛
−
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⎥
⎥
⎦


⎤


⎢
⎢
⎣


⎡
⎟
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⎞
⎜
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⎛
−


+
=


∑


∑
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Samp


x
xx


x
xx


x
xx


x
xx


x
xx


x
xx


SS


 


Mean value of all measurements x = 347.85 RSDSamp(%)=(SDSamp/ x )*100%= 4.95% 


SSEAnal = 16595 (see Table A4.14) 
dfS =10 (see table note) 


dfA = 20 (see Table A4.14) 


Variance VSamp= (SSS/dfS – SSA/dfA)/2 


= (14231/10 – 16595/20)/2 = 296.675 
SDSamp = sampV  = 17.224 


Notes on Table A4.15. 


1. The difference d between the mean value x of the two values ⎟
⎠
⎞


⎜
⎝
⎛ +


2
21 ii xx


 and  ⎟
⎠
⎞


⎜
⎝
⎛ +


2
43 ii xx


to each of 


the values are identical. The expression could therefore be written as 


∑∑
== ⎥


⎥
⎦


⎤


⎢
⎢
⎣


⎡
⎟
⎠
⎞


⎜
⎝
⎛ −


+
==


10


1i


2
21


210


1i 2
*4*4 i


ii
iSamp x


xx
dSS  


2. dfs=  (NB*n-NB)=(10*2-10)= 10 where NB is the number of batches and n is the number of primary samples (= 
laboratory samples) analysed for each batch. 


ix
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Example A5: Enzyme in chicken feed  


 


Measurand Uncertainty estimation 
Analyte/ 


Technique 
Unit1 Sector/ 


Matrix 
Sampling 


target 
Purpose Design Statistics 


Enzyme/ 
HPLC 


% m/m 
(i.e. mass 
fraction) 


Food & 
Feed/ 
Chicken feed


25 kg bag Total 
uncertainty 
(weak links 
in 
measurement 
chain) 


Modelling 
with 
sampling 
theory (of 
Gy) 


Summation 
of 
component 
variances 


1Including reporting base 


 


1 Scope 
The scope is to estimate the sampling uncertainty with the given sampling protocol by 
applying Gy’s sampling theory (Section 10.2). The analyte is an added enzyme 
ingredient in the feed. Sampling theory provides realistic estimates only if all 
sampling and sample splitting operations are carried out obeying the rules of sampling 
correctness; it is assumed in this example that no gross errors are present and that 
‘incorrect sampling errors’ are negligible.  


2 Scenario and sampling target 
An enzyme product is used as an additive in chicken feed (density = 0.67 g cm-3). The 
nominal concentration of the enzyme is 0.05% m/m. The enzyme powder has a 
density of 1.08 g cm-3. Powders are carefully mixed. The size distribution of the 
enzyme particles was known and it was estimated that the characteristic particle size 
was d = 1.00 mm and the size factor was g = 0.5. The purpose of this exercise is to 
estimate the total uncertainty of the protocol (i.e. as fundamental sampling error, 
Section 10.2.7 and Figure 4) used for estimating the average content in each 25 kg bag 
employed to ship the product to customers.  


3 Study design, using a modelling approach (‘bottom-up’) 
A model is constructed using sampling theory as described in Section 10.2. The 
parameters are either measured directly, or estimated, and assumed to be single values 
and to be constant within and between each bag. 


4 Sampling and analysis in the laboratory 
The actual concentration of the enzyme in the sampling target, which is identified as a 
25 kg bag, is estimated by taking a 500 g primary sample from it. 


The material from the primary sample is ground to a particle size of <0.5 mm. Then 
the enzyme is extracted from a 2 g test portion by using a suitable solvent and the 
concentration is determined by using liquid chromatography. The relative standard 
deviation of the chromatographic measurement, estimated from the laboratory quality 
control data, is 5%. 
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5 Results 
To estimate the fundamental sampling error (FSE, Section 10.2.7, Figure 4) of the two 
sampling steps, we have the to evaluate the material properties (Table A5.1). 


Table A5.1: Input values for estimation of sampling uncertainty by the modelling 
approach, using sampling theory 


Primary 
sample 


Secondary sample Comment 


M1 = 500 g M2 = 2.0 g Sample sizes 


ML1= 25,000 
g 


ML2 = 500 g Lot (sampling target) sizes 


d1 = 0.1 cm d2 = 0.05 cm Particle sizes 
g1 =  0.5 g2 =  0.25 Estimated size distribution factors 


Both samples  
aL = 0.05% m/m Mean concentration of enzyme in the lot 
α   = 100% m/m Enzyme concentration in enzyme particles 


ρc = 1.08 g cm-3 Density of enzyme particles 


ρm = 0.67 g cm-3 Density of matrix particles 


f  = 0.5 Default shape factor for spheroidal 
particles 


β = 1 Liberation factor for liberated particles  
 


These material properties give for the constitution factor (Equation 7) the value c = 
2160 g cm-3 and for the sampling constants (Equation 6) C values 


C1 = 540 g cm-3 and C2 = 270 g cm-3  


Equation 5 can be used to give estimates of the standard deviation for each sampling 
step (as estimates of the standard uncertainty).  


sr1 = 0.033 = 3.3%   …. Primary sample 


sr2 = 0.13 = 13%   …. Secondary sample 


sr3 = 0.05 = 5%   …. Analytical determination 
The total relative standard deviation (st, combined uncertainty) can now be estimated 
by applying the rule of propagation of errors; for i errors we have: 


%3.14143.02 === ∑ rit ss  


The relative expanded uncertainty, with a coverage factor of 2, is therefore 28.6% 
(excluding analytical uncertainties associated with systematic effects, such as 
analytical bias). 


6 Comments 
The largest source of uncertainty in the whole measurement process is identified as 
that generated in preparing the test portion (2 g) for the extraction of the enzyme. 


No additional allowance has been made for uncertainties associated with systematic 
effects during analysis, and incorrect sampling errors (and sampling bias) have been 
assumed to be negligible. 
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7 Assessment of fitness for purpose of these measurements 
If it is decided that the overall uncertainty of 28.6% is not fit for purpose (Section 16), 
then it is the step in which the test portion is prepared that needs to be modified, to 
reduce the overall uncertainty. Either a larger sample should be used for the 
extraction, or the primary sample should be pulverised to a finer particle size, 
whichever is more economic in practice. The model can also be used to predict either 
the increase in mass, or reduction in particle size, that is required to achieve the 
uncertainty that will be considered fit for purpose (e.g. Appendix E). 


8 Reporting and interpretation 
Measurement of the enzyme concentration reported for each 25 kg bag should have an 
attached uncertainty of 28.6% of the concentration value. The continued use of this 
uncertainty value will depend on the periodic checking of the validity of the values 
and assumptions used in its calculation.  


9 Summary  
 


Measurement uncertainty* 
Sampling Analytical Total 


26.8% (rel) 10.0% (rel) 28.6% (rel) 


* with coverage factor of 2 (i.e. 95% confidence) 
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Example A6: Cadmium and phosphorous in agricultural top soil by 
modelling approach 
 


Measurand Uncertainty estimation 
Analyte/ 


Technique 
Unit Sector/ 


Matrix 
Sampling 


target 
Purpose Design Statistics 


Cd: GF-ZAAS 
direct solid 
sampling  


 


P: Ca-Acetate 
Lactate (CAL) 
method 


mg kg-1  


to air dried 
basis 


Environ- 
mental/ 
agricultural 
top soil 


Arable soil  


– 143 x 22 m, 
depth 30 cm 


Total 
uncertainty 
(with 
contributions 
from each 
sampling 
effect)  


Modelling 
approach 
(using 
exploratory 
measure-
ments for 
single 
effects) 


Summation 
of 
component 
variances 


 


1 Scope 
Estimation of the overall uncertainty of measurement by summation of individual 
uncertainty contributions from sampling, sample preparation and analysis using the 
modelling approach. 


2 Scenario and sampling target  
Investigation aims to estimate the mean concentration of cadmium and phosphorus in 
top soil of a target that is an area of arable land of 0.32 hectare (specification of the 
measurand). Sampling used composite samples in a protocol that is commonly applied 
to agricultural control. 


3 Sampling protocol 
The target area was sampled using a stratified protocol, with a sampling density of 
approximately 20 increments per hectare, to a depth of 30 cm, using a soil auger. 


4 Study design – cause-and-effect modelling approach (Section 10.1) 


4.1 Identification of effects in the measurement 
The following sources can be considered as potential significant contributors to the 
uncertainty in the general case. 


4.1.1 Sampling 


The spatial distribution of the analyte over a two-dimensional object creates two 
different uncertainty components ‘long range point selection error’ (Appendix C2.3): 


• The sampling variance of the analyte content between composite samples from 
different locations characterises the ’statistical distribution’ of the analyte over the 
target area. This value often depends on the distance between sampling 
points/sampling locations. 
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• If the spatial pattern of the analyte on the area is not represented by the sampling 
pattern (sampling strategy), sampling bias may occur. 


With the use of a sampling tool, different effects may appear, such as point 
materialisation error (Figure 3). This may occur due to an ill-defined reference level 
of the soil (e.g. due to undulation of the soil surface or difficulties in the definition of 
the horizons), or variation in the actual sample depth or in soil density (e.g. by 
moisture content), or by selective loss of soil material from the sampling device.  


These effects only lead to an uncertainty contribution, if there is a depth gradient in 
the analyte content (a ‘third dimension’ to the target body). For this reason, these 
effects, which are difficult to determine one by one, are summarised collectively as 
the ‘depth-effect’. 


4.1.2 Sample preparation 


The physical sample preparation comprises the step from the field sample to the 
laboratory sample. Mechanical treatment, such as disaggregation, sieving, grinding 
and splitting steps, reduce the amount of soil material. With these steps errors may 
arise due to variation in duration and forces of mechanical treatment, heterogeneity, 
segregation of different soil (particle) fractions and particles size distribution. A 
periodic point selection error (Figure 3) may occur due to variation in moisture 
content of the dried soil sample by sorption/desorption of water from air to an 
equilibrium state (depending on the humidity and properties of the sample material, 
e.g. particle size). 


4.1.3 Analysis 


The analysis is the third step of the measurement process, which is connected with 
different kinds of effects that give rise to uncertainty contributions. The analytical 
uncertainty of the laboratory samples can be estimated by previously published 
procedures [1, 35]. The separation of the laboratory sample into analytical test 
samples will add to the sampling uncertainty; specifically, another ‘fundamental error’ 
may occur. However, the random component of this sampling effect is included in the 
analytical repeatability precision between test samples. A significant systematic 
component should be avoided by proper mixing of the sampling powder. 


4.2 Cause-and-effect diagram 
Figure A6.1 shows the ‘cause-and-effect diagram’ for the measurement process. In the 
sampling and sample preparation steps the sources of uncertainty contributions are 
given; for the analysis, only the analytical quality parameters are indicated. 


4.3 Model equation 
The ‘input quantities’ of the sampling effects discussed above are not constituent parts 
of the equation from which the measurement result is calculated. An appropriate 
model equation for the overall measurement process can be established, however, by 
introducing respective nominal correction factors on the analytical result: 


dryprepdepthstratloc-banlysite fffffxx ×××××=  


where  


xsite  = measurement result 


analyx   = mean from the analysis of test samples 
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fb-loc = correction factor for deviation ‘between locations’ 
fstrat = correction factor for bias due to sampling strategy 
fdepth = correction factor for the ‘depth effect’ 
fprep = correction factor for errors during mechanical sample preparation 
fdry = correction factor for deviation of moisture content 
 


Figure A6.1: Cause-and-effect diagram for soil sampling on arable land (Rw is 
within-laboratory reproducibility) 
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If no significant bias is detected, all correction factors can be set to unity so that the 
best estimate for the measurand is given by: 


anlysite x=x  


Because of the simplicity of the model equation (only factors), and assuming 
independence between the factors, the combined uncertainty can be achieved by 
variance addition of the relative standard uncertainties from the various effects: 


2
dry


2
prep


2
depth


2
strat


2
loc-b


2
anlysite uuuuuuu +++++=  


5 Sampling and analysis in the laboratory 
The sample mass was reduced by cone and quartering, air dried and sieved to select 
the grain size <2 mm. 


The analysis was performed by the following methods for cadmium using Zeeman-
GF-AAS (‘direct solid sampling’) and for phosphorus using the Calcium-Acetate-
Lactate (CAL) method (the analytical measurement procedures are described 
elsewhere in separate protocols). 
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6 Results of evaluation of individual effects in this case study 
The estimation of the standard uncertainty from the analyte distribution over the target 
area is based on a modified increment sampling based on the sampling protocol. For 
elucidation of the outcome of single effects additional exploratory measurements have 
been carried out. 


6.1 Variation ‘between locations’ 


The area was divided into nine squares (A, B, C × 1, 2, 3), and three increments are 
taken from each of five squares (‘crosswise’ over the area). The increments from each 
square are combined, resulting in five separate composite samples. These samples are 
treated and analysed separately. The mean of the single results constitutes the 
measurement result in agreement with the specification of the measurand. 


The analytical results for both analytes under investigation are shown in Table A6.1. 
The standard deviation between these values (ssqr) reflects the variation between the 
composite samples for each nominate square. 


The standard uncertainty in the overall mean value (i.e. the measurement result) due 
to this effect can be estimated by considering the number of samples ‘between 
locations’ using the standard error on the mean: 


loc-b


sqr
loc-b n


s
u =  


Table A6.1: Measured concentration of cadmium and phosphorus in five squares 


Square 


Cd 


mg kg-1 


P 


mg kg-1 


A1 0.270 124 


A3 0.285 112 


B2 0.343 120 


C1 0.355 118 


C3 0.343 105 


sqr


sqr


s
x


 
0.319 


0.039 


(12%) 


116 


8.0 


(6.5%) 


ub-loc 5.4% 2.9% 
The table shows the mean value across the five squares (the measurement result), the standard 
deviation calculated from these values (ssqr), and the estimated uncertainty contribution from 
the standard error on the mean (ub-loc). 


6.2 Sampling strategy 
Inspection of the analyte contents between the squares (Table A6.1) shows no notable 
differences for phosphorus in any direction (neither vertical, nor horizontal, nor 
diagonal). So, no significant bias (e.g. %5.0≤ ) in the measurement result can be 
expected for this analyte from this source.  
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For cadmium both A squares show a considerably lower analyte content than the B 
and C squares. Such a gradient was not unexpected for this particular area because the 
C squares lay on a forest boundary, while the A squares border on grassland and the 1  
and 3 squares lay between other arable land areas. It is well known that in the upper 
horizon of forest soils accumulation of heavy metal occurs, which can influence 
adjacent areas.  


A ‘hypothesis-based’ sampling pattern was applied to look for such an effect. 
However, the values measured with this sampling strategy only detected a minor 
systematic effect. A standard uncertainty of ≤ 1% is therefore inserted into the 
uncertainty budget for cadmium for sampling strategy.  


6.3 ‘Depth effect’ 
For revealing the collection of effects referred to as the ‘depth effect’, the following 
exploratory experiment was performed. 


Increment cores are taken for a depth of 35 cm within the five ‘test squares’. From 
these cores segments of 25–30 cm and of 30–35 cm are separated and combined. 
Table A6.2 shows the analytical results for these samples.  


Table A6.2: Depth experiments 


 Cd 


mg kg-1 


P 


mg kg-1 


c- (25–30 cm) 0.14 47 


c+ (30–35 cm) 0.10 35 


x - 0.34 124 


x+ 0.30 109 


Δx 0.04 15 


udepth 3.5% 3.7% 
The table shows the average content of the depth horizons from five cores from different 
locations, the calculated content limits and the estimated uncertainty contribution 


Both analytes show a statistically significant negative gradient with respect to depth. 
The uncertainty due to the depth effect was estimated by considering the analyte 
content of the soil layers below and above the reference depth (c-, c+) by the following 
model. 


The maximum variation in the sampling depth is assumed to be not more than ±10% 
(i.e. 27–33 cm). From these data the lower and upper content limits (x -, x+), related to 
the mean content of an auger core of nominal depth, are estimated according to: 


1.1
c1.0xx


9.0
_c1.0-x_x +


+
+


==  


The difference between x- and x+ (Δxdepth) is assumed to be the maximum deviation 
from the mean content due to depth variation of the increments. 


If a rectangular distribution for the deviation in depth is assumed, the standard 
uncertainty in the mean value (Table A6.2) can be estimated by: 


3
2/x


u depth
depth


Δ
=  
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6.4 Splitting 
The primary field samples were split in half, seven times by a coning and quartering 
procedure resulting in a laboratory sample that was 1/64 of the original mass. 


To reveal the ‘splitting effect’ the following exploratory experiment was performed. 


In the first splitting step the second half of the material was not discarded, but 
considered as a duplicate sample, which was treated like the original sample and 
analysed separately. Table A6.3 shows the relative standard deviations between the 
duplicates of each of the five squares for both analytes. 


As a simple approximation, the mean of the relative standard deviations is taken as the 
standard uncertainty of the splitting step  


splitsplit su =  


Note: The observed large spread of standard deviations between the duplicates must 
be expected. The χ2-distribution for df = 1 shows high probability for very low values 
and a moderate probability for large values.  


 


Table A6.3: Relative standard deviations between duplicate split samples and the 
mean of these standard deviations for both analytes 


Square 
Cd 


(%) 


P 


(%) 


A1 0.44 1.49 


A3 9.17 2.80 


B2 5.32 0.84 


C1 3.24 8.88 


C3 0.44 1.81 


splits  3.7 3.3 
 


6.5 Drying 


For the drying effect no experiment was performed, but information from the 
literature was used to estimate the effect. A moisture content between 1 and 3% has 
been found for a large number of air-dried soil samples [44]. According to the 
sampling protocol, the measurand refers to air-dried soil material. Consequently, no 
correction for moisture content is required for the concentration measurements. 
However, a range of Δxdry = 2% difference in moisture content must be considered. 
Assuming a rectangular distribution across this range, the standard uncertainty for 
both analytes can be estimated as: 


%6.0
3


2/x
u dry


dry =
Δ


=  
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6.6 Analysis 
The uncertainty from the analytical process for cadmium and phosphorus (Tables 
A6.4 and A6.5) were estimated from quality control data, using the Nordtest-approach 
[25].  


Table A6.4: Standard uncertainty components and combined uncertainty in the 
analysis of the soil sample for cadmium 


RW 


 


Uncertainty from within-laboratory reproducibility, 
evaluated from the repeatability standard deviation of 
the mean from n=10 test samples and the instrument 
stability over the working session of one day 


uRw = 3.6% 


cref Uncertainty of the certified value of a CRM uref = 2.7% 


bias No uncertainty contribution from laboratory bias, 
because the results are corrected for the day-to-day bias 
of the CRM measurements 


- 


sbias Uncertainty contribution from the standard deviation of 
the mean (n=3) from the day-to-day analysis of the 
CRM 


ubias = 2.7% 


 Combined analytical uncertainty uanly = 5.2% 
 


Table A6.5: Standard uncertainty components and combined uncertainty in the 
analysis of the soil sample for phosphorus 


RW 


 


Uncertainty from within-laboratory reproducibility, 
evaluated from the repeatability standard deviation of 
the mean from n=1 test samples  


uRw= 1.7% 


cref  
bias 


sbias 


Uncertainty for the trueness of the results estimated as 
the reproducibility precision sR from one inter-
laboratory comparison (worse case estimate) 


ubias = 9.5% 


 Combined analytical uncertainty uanly = 9.7% 


 


6.7 Uncertainty budget and measurement result 


Table A6.6 lists the evaluated standard uncertainty from the effects under 
consideration. The combined uncertainty is calculated from these contributions. 
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Table A6.6: Relative standard uncertainties from the considered effects and the 
combined uncertainty for both analytes 


Relative standard 
uncertainty (%) 


 


Effect 
Cd P 


Variation ‘between locations’ 5.4 2.9 


Sampling strategy 1.0 0.5 


Depth  3.5 3.7 


Splitting 3.7 3.3 


Drying  0.6 0.6 


Analysis 5.2 9.7 


Combined uncertainty 9.1 11.3 
 


Measurement result:  


Cd:  0.32 ± 0.06 mg kg-1 


P:   116  ±  26 mg kg-1 


(coverage factor of 2 for approx. 95% confidence level) 


7 Comments 


7.1 Contribution of effects 


Table A6.6 shows that the sampling/sample preparation process contributes 
considerably to the overall measurement uncertainty. To recognise and to assess the 
relevance of single effects/process steps several aspects must be considered: 


7.1.1 The ‘between-location’ effect depends on the homogeneity of the target area and 
the total number of increments taken from each square. Former investigations show 
that 20 increments per hectare of arable land yield an uncertainty contribution in the 
order of the analytical uncertainty. 


7.1.2 The error due to the sampling strategy is difficult to quantify, but can often be 
much larger than that observed in this case study. Practically it can only be controlled 
by ‘expert judgement’ of the large-scale distribution of the analyte over the area and 
the choice of an appropriate sampling strategy. 


7.1.3 With the model calculation of the depth effect, it is treated as an unknown 
systematic error, that is, the deviation in depth occurs with all increments (more or 
less) in the same direction. This may be realistic under specific conditions; for 
example, a dry sandy soil tends to drop out at the lower end of the auger so that the 
average increment depth would be too small. If such an effect is detected, then the 
correction of the systematic deviation is possible and only the random error 
component must be considered (i.e. the uncertainty decreases with the factor of 
1/√nincr). Training of the sampler may reduce this ‘point materialisation error’. 


7.1.4 The splitting effect is hard to control because initial mass reduction is often 
performed in the field. It can contribute significantly if the method of mass reduction 
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is inappropriate or performed carelessly. Consequently, training of the sampling 
personnel is of great importance. 


7.1.5 The effect of moisture content for air dried soil samples seems to be negligible in 
this case.  


7.1.6 The uncertainty of the analytical process can contribute the dominating 
proportion to the combined measurement uncertainty (e.g. for cadmium). It can be 
controlled if the standard methods of analytical quality assurance are adhered to (e.g. 
periodical use of CRMs and participation on inter-laboratory comparisons). 
Uncertainty from this source may be dominant when the analyte concentration is close 
to the analytical detection limit. 


7.1.7 Effects that were not considered in this case study include the duration and 
extent of the forces within the grinding and sieving process, and the wetness of the 
soil body during the sampling process. The influence of these effects was considered 
not to be significant, although these assumptions should be verified. 


8 Assessment of fitness for purpose of these measurements 
For a routine measurement according to the sampling protocol one composite sample 
from approximately 10 increments must be analysed in duplicate. 


In this case study for estimation of uncertainty contributions from single effects, 10 
additional increments are taken and 20 (composite) samples are prepared and analysed 
in total. 


This additional effort and cost is not appropriate for routine measurements. However, 
if measurements on arable land are the main type of investigation conducted by the 
laboratory, such an exploratory investigation might be valuable for getting a typical 
value of the ‘sampling error’ component for these measurements. Furthermore, an 
evaluation of the error components (i.e. uncertainty budget) will also be useful to 
optimise the measurement process. 


9 Reporting and interpretation 
Measurements of the mean concentration for this area of top soil have expanded 
uncertainty values that can be expressed as either 0.06 mg kg-1 or 18.2% of the 
concentration value for cadmium, and 26 mg kg-1or 22.6% for phosphorus. 


10 Summary 
 


 Measurement uncertainty* 
Analyte Sampling Analytical Total 


Cd 15.0% 10.4% 18.2% 
P 11.6% 19.4% 22.6% 


* with coverage factor of 2 (i.e. for 95% confidence) 
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Appendix B: Terminology 
 
Accuracy The closeness of agreement between a test result and the accepted 


reference value. 


 
Note: The term accuracy, when applied to a set of test results, involves a 
combination of random components and a common systematic error or 
bias component. 


 


ISO 3534-1: 3.11 (1993) [9] 


Bias The difference between the expectation of the test result and an 
accepted reference value. 


 
Note: Bias is a measure of the total systematic error as contrasted to 
random error. There may be one or more systematic error components 
contributing to the bias. A larger systematic difference from the accepted 
reference value is reflected by a larger bias value. 
 


ISO 3534-1: 3.13 (1993) [9] 


Composite sample 
(also average and 
aggregate) 


Two or more increments/sub-samples mixed together in appropriate 
portions, either discretely or continuously (blended composite 
sample), from which the average value of a desired characteristic 
may be obtained. 


 


ISO 11074-2: 3.10 (1998) [45], AMC (2005) [50] 


Duplicate 
(replicate) sample 


One of the two (or more*) samples or sub-samples obtained 
separately at the same time by the same sampling procedure or sub-
sampling procedure. *for replicate sample 


 
Note: Each duplicate sample is obtained from a separate ‘sampling point’ 
within the ‘sampling location’. 


 


Adapted from ISO 11074-2: 2.14 (1998) [45], ISO 1998 was 
formally adapted from ISO 3534-1 (1993) [9], AMC (2005) [50] 


Error of result The test result minus the accepted reference value (of the 
characteristic). 


 


Note: Error is the sum of random errors and systematic errors. 


 


ISO 3534-1: 3.8 (1993) [9] 
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Fitness for purpose The degree to which data produced by a measurement process 
enables a user to make technically and administratively correct 
decisions for a stated purpose. 


 


Note: As defined for analytical science. 


 


Thompson and Ramsey (1995) [24] 


Homogeneity, 
heterogeneity 


The degree to which a property or constituent is uniformly 
distributed throughout a quantity of material. 


 
Notes: 


1. A material may be homogeneous with respect to one analyte or 
property but heterogeneous with respect to another. 


2. The degree of heterogeneity (the opposite of homogeneity) is the 
determining factor of sampling error. 
 


IUPAC (1990) [46]; ISO 11074-2: 1.6 (1998) [45] 


Increment Individual portion of material collected by a single operation of a 
sampling device. 


 


IUPAC (1990) [46], AMC (2005) [50] 


Laboratory sample Sample as prepared for sending to the laboratory and intended for 
inspection or testing. 


 


ISO Standard 78-2 (1999) [47] 


Measurand Particular quantity subject to measurement. 


 


ISO-GUM (1993) [2] 


Measurement 
Uncertainty 


see Uncertainty of measurement 
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Precision The closeness of agreement between independent test results 
obtained under stipulated conditions. 


 
Notes: 


1. Precision depends only on the distribution of random errors and does 
not relate to the true value or the specified value. 
2. The measure of precision usually is expressed in terms of imprecision 
and computed as a standard deviation of the test results. Less precision is 
reflected by a lower standard deviation. 


3. ‘Independent test results’ means results obtained in a manner not 
influenced by any previous result on the same or similar test object. 
Quantitative measures of precision depend critically on the stipulated 
conditions. Repeatability and reproducibility conditions are particular 
sets of extreme stipulated conditions. 
 


ISO 3534-1: 3.14 (1993) [9] 


Primary sample The collection of one or more increments or units initially taken 
from a population. 


 
Note: The term primary, in this case, does not refer to the quality of the 
sample, rather the fact that the sample was taken during the earliest stage 
of measurement. 


 


IUPAC (1990) [46], AMC (2005) [50] 


Random error of 
result 


A component of the error which, in the course of a number of test 
results for the same characteristic, remains constant or varies in an 
unpredictable way. 


 


Note: It is not possible to correct for random error. 


 


ISO 3534-1: 3.9 (1993) [9] 


Random sample  A sample of n sampling units taken from a population in such a way 
that each of the possible combinations of n sampling units has a 
particular probability of being taken. 


 


ISO 3534-1: 4.8 (1993) [9] 
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Random sampling; 
simple random 
sampling 


The taking of n items from a lot of N items in such a way that all 
possible combinations of n items have the same probability of being 
chosen. 


 
Notes: 


1. Random selection can never be replaced by ordinary haphazard or 
seemingly purposeless choice; such procedures are generally insufficient 
to guarantee randomness. 


2. The phrase random sampling applies also to sampling from bulk or 
continuous materials but its meaning requires specific definition for each 
application. 


 


ISO 7002: A.34 (1986) [48] 


Reference sampling Characterisation of an area, using a single sampling device and a 
single laboratory, to a detail allowing the set-up of a distribution 
model in order to predict element concentrations, with known 
uncertainty, at any sampling point. 


 


IUPAC (2005) [49] 


Reference sampling 
target  


The analogue in sampling of a reference material or certified 
reference material (in chemical analysis). 


 
Note: A sampling target, one or more of whose element concentrations 
are well characterised in terms of spatial/time variability. The analogue 
in sampling of a reference material or a certified reference material (in 
chemical analysis) (notes adapted from IUPAC (2003) draft 
recommendations; originally defined in ISO Guide 30: 1992). 


 


Thompson and Ramsey (1995) [24] 


Representative 
sample 


Sample resulting from a sampling plan that can be expected to 
reflect adequately the properties of interest in the parent population.


 


IUPAC (1990) [46], ISO 11074-2: 1.9 (1998) [45], AMC (2005) 
[50] 


Sample A portion of material selected from a larger quantity of material. 


 


IUPAC (1990) [46], ISO 11074-2 (1998) [45], AMC (2005) [50] 
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Sample preparation The set of material operations (such as reduction of sizes, mixing, 
dividing etc.) that may be necessary to transform an aggregated or 
bulk sample into a laboratory or test sample. 


 
Note: The sample preparation should not, as far as possible, modify the 
ability of the sample to represent the population from which it was taken. 


 


Adapted from ISO 3534-1: 4.30 (1993) [9] 


Sample 
pre-treatment 


Collective noun for all procedures used for conditioning a sample to 
a defined state which allows subsequent examination or analysis or 
long-term storage. 


 


Adapted from ISO 11074-2: 6.1 (1998) [45] 


Sample size Number of items or the quantity of material constituting a sample. 


 


ISO 11074-2: 4.26 (1998) [45], ISO 7002: A.40 (1986) [48] 


Sampler Person (or group of persons) carrying out the sampling procedures 
at the sampling point. 


 
Note: The term ‘sampler’ does not refer to the instrument used for 
sampling, i.e. the ‘sampling device’. 


 


Adapted from ISO 11074-2 (1998) [45] 


Sampling Process of drawing or constituting a sample. 


 
Note: For the purpose of soil investigation ‘sampling’ also relates to the 
selection of locations for the purpose of in situ testing carried out in the 
field without removal of material (from ISO 1998). 


 


ISO 11074-2 (1998) [45], ISO 3534-1 (1993) [9] 


Sampling bias The part of the total measurement bias attributable to the sampling. 


 
AMC (2005) [50] 


Sampling location The place where sampling occurs within the sampling target. 
Perhaps used for location within which duplicate (or replicate) 
samples are taken at particular sampling points. 


Sampling plan Predetermined procedure for the selection, withdrawal, 
preservation, transportation and preparation of the portions to be 
removed from a population as a sample. 


IUPAC (1990) [46], ISO 11074-2 (1998) [45], AMC (2005) [50] 
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Sampling point The place where sampling occurs within the sampling location. 
Perhaps used for specific point where duplicate (or replicate) 
sample taken, within a sampling location. 


 
Note: The accuracy at which a sampling point is located in space or time 
depends on the surveying method. Duplicate samples are taken from 
sampling points that reflect this accuracy. 


Sampling precision The part of the total measurement precision attributable to the 
sampling. 


 


AMC (2005) [50] 


Sampling 
procedure  


Operational requirements and/or instructions relating to the use of a 
particular sampling plan; i.e. the planned method of selection, 
withdrawal and preparation of sample(s) from a lot to yield 
knowledge of the characteristic(s) of the lot. 


 


ISO 3534-1: 4.5 (1993) [], ISO 11704-2 [45] (in part), adopted by 
AMC (2005) [50] 


Sampling target Portion of material, at a particular time, that the sample is intended 
to represent. 


 
Notes: 


1. The sampling target should be defined prior to designing the sampling 
plan. 


2. The sampling target may be defined by Regulations (e.g. lot size). 


3. If the properties and characteristics (e.g. chemical composition) of the 
certain area or period are of interest and must be known then it can be 
considered a sampling target.  


 


AMC (2005) [50] 


Sampling 
uncertainty 


see Uncertainty from sampling 


Sub-sample A sample taken from a sample of a population. 


 
Notes: 


1. It may be selected by the same method as was used in selecting the 
original sample, but need not be so. 


2. In sampling from bulk materials, sub-samples are often prepared by 
sample division. The sub-sample thus obtained is also called a ‘divided 
sample’. 


 


ISO 3534-1: 4.8 (1993) [9] 
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Sub-sampling 
(sample division) 


Process of selection of one or more sub-samples from a sample of a 
population. 


 


ISO 11074-2 (1998) [45] 


Systematic error of 
result 


A component of the error which, in the course of a number of test 
results for the same characteristic, remains constant or varies in a 
predictable way. 


 


Note: Systematic errors and their causes may be known or 
unknown. 


 


ISO 3534-1: 3.10 (1993) [9] 


Systematic 
sampling 


Sampling by some systematic method. 


 


ISO 3534-1: 4.15 (1993) [9], ISO 11074-2 [45] 


Test portion Quantity of material, of proper size for measurement of the 
concentration or other property of interest, removed from the test 
sample. 


 


IUPAC (1990) [46], ISO 11074-2: 3.17 (1998) [45], AMC (2005) 
[50] 


Test sample Sample, prepared from the laboratory sample, from which the test 
portions are removed for testing or analysis. 


 


IUPAC (1990) [46], ISO 11074-2: 3.16 (1998) [45], AMC (2005) 
[50] 


Trueness The closeness of agreement between the average value obtained 
from a large series of test results and an accepted reference value. 


 
Notes: 


1. The measure of trueness is usually expressed in terms of bias. 


2. The trueness has been referred to as ‘accuracy of the mean’. This usage 
is not recommended. 


 


ISO 3534-1: 3.12 (1993) [9] 
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Uncertainty 
(of measurement) 


Parameter, associated with the result of a measurement, that 
characterises the dispersion of the values that could reasonably be 
attributed to the measurand. 


 
Notes: 


1. The parameter may be, for example, a standard deviation (or a given 
multiple of it), or the half width of an interval having a stated level of 
confidence. 


2. Uncertainty of measurement comprises, in general, many components. 
Some of these components may be evaluated from the statistical 
distribution of the results of series of measurements and can be 
characterised by experimental standard deviations. The other 
components, which can also be characterised by standard deviations, are 
evaluated from assumed probability distributions based on experience or 
other information. 


3. It is understood that the result of the measurement is the best estimate 
of the value of the measurand, and that all components of uncertainty, 
including those arising from systematic effects, such as components 
associated with corrections and reference standards, contribute 
dispersion. 


4. (added) If measurand is defined in terms of the quantity within the 
sampling target, then uncertainty from sampling is included within 
uncertainty of measurement. 
 


ISO GUM: B.2.18 (1993) [2] 


Uncertainty from 
sampling  


The part of the total measurement uncertainty attributable to 
sampling. 


Note. Also called sampling uncertainty 


IUPAC (2005) [49] 
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Appendix C: Useful statistical procedures 


C1. Estimating bias between two sampling methods, by using paired samples 
The paired-sample method is effected by collecting one sample, according to both of 
the sampling protocols under consideration, from each of a number ( 20>n  
preferably) of targets. The method is especially suitable for comparing a new 
candidate protocol against an established protocol in routine use, but is also generally 
applicable. For each method the sampling procedure has to be randomised in some 
fashion, for example by starting the collection of increments at a random position 
within the target and orientating the increment grid in a random direction. The 
samples collected are analysed under randomised repeatability conditions, so that 
analytical bias is cancelled out.  


The design, shown below in Figure C1.1, ensures a minimum of extra work at each 
target, so that the experiment can be executed at low cost without interrupting the 
flow of routine sampling. The result is also rugged, because it is derived from data 
collected from many typical but different targets. It therefore represents the average 
bias between the results of the two protocols, rather than the bias encountered in a 
single target, which may turn out to be atypical. 


Figure C1.1: Design of experiment to estimate the bias between two sampling 
methods 


 
Design of experiment to estimate the bias between two sampling methods A and B, by collecting paired 
samples at each target. 


 


The first stage of the examination of the results is to check whether the paired 
differences are dependent on the concentration of the analyte. This is particularly 
likely to happen if the concentration range encountered in successive targets is wide. 
A scatterplot provides a useful visual check. Where there is no dependence, the bias 
estimate is the mean of the signed paired differences and this mean can be tested for 
significant difference from zero in the usual fashion. In the example shown in Figure 
C1.2, there is no apparently significant dependence between the signed difference and 
the concentration, and the bias between the methods is not significantly different from 
zero at the 95% level of confidence by the two-sample t-test. Where there is a clear 
bias that is dependent on concentration, as in Figure C1.3, the bias should be 
expressed as a function of concentration. In the instance illustrated, there is evidence 
(established by the functional relationship method [40]) of a significant rotational bias 
with a trend expressed by the equation Result (B) = Result (A) × 1.2. 


.  
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Figure C1.2: No significant bias or trend 


 
Differences between results of two sampling protocols applied to 25 targets, as a function of the 
concentration. There is no significant bias and no suggestion of a dependence of bias on concentration. 


 


Figure C1.3: Significant bias and trend 


 
Differences between results of two sampling protocols applied to 33 targets, plotted as a function of the 
concentration. There is a significant bias (because 27/33 results are negative) and the absolute bias 
increases with increasing concentration. 
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C2. Further description of sampling errors from sampling theory 
C2.1 Weighting error (SWE) forms its own class. It is created, for example, if the lot 
(sampling target) consists of sub-lots of different sizes but the mean concentration is 
estimated as a simple mean, without taking the sizes of the sub-lots into account. The 
correct method is to calculate the weighted mean by using the sizes of the sub-lots as 
weights. In analysis of moving material, weighting error is generated if the flow-rate 
varies but is not taken into account in calculating the mean; in this case the flow-rates 
should be recorded simultaneously with sampling and used as weights in calculating 
the mean. Another option is to use a sampling device that cuts samples whose size is 
proportional to the flow-rate and use the sample sizes as weights in calculating the 
mean. It should be noted that if a composite sample is made from sub-samples then 
proportional sampling should be used; otherwise a weighting error is generated in the 
composite sample. 


C2.2 Grouping and segregation error (GSE) is the second error term related to 
short range errors. It is caused by the fact that the sample is normally not taken 
fragment by fragment, but as a group of fragments. If there is segregation in the 
material, this causes this type of error. This error is not normally estimated. Gy has 
shown, however, that if the sampling is correctly done GSE is smaller than, or at 
maximum equal to, the fundamental sampling error (FSE). 


C2.3 Point selection error (PSE). When the mean of a continuous object (e.g. 
process stream, river, polluted site, ...) is estimated by using discrete samples, the 
uncertainty of the mean depends on the sampling strategy, because the results are 
usually autocorrelated. This error is called point selection error (PSE) and it depends 
on the sampling strategy. Three basic strategies can be applied for picking the samples 
(see Figure C2.1): 


1) Random sampling: Time or location of the sampling points are randomly 
distributed along the target.  


2) Stratified (random) sampling: The lot is first divided into N sub-lots of equal 
sizes and within each sub-lot the sampling point is randomly assigned. 


3) Systematic (stratified) sampling: All N samples are collected at equal 
distances (one-dimensional case) or on a fixed symmetric pattern (targets 
which from the sampling point of view have two or more dimensions). 


 


Estimation of the standard deviation of the mean of the lot 


Random sampling: 
N


s
as p


L =)(  


Stratified sampling: 
N


s
as strat


L =)(  


Systematic sampling: 
N


s
as sys


L =)(  


sstrat and ssys are standard deviation estimates, where the autocorrelation has been 
taken into account.  
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Normally the order is sp > sstrat > ssys, except when in systematic sampling the 
sampling frequency is a multiple of process frequency. In this case the systematic 
sampling is the worst choice and the mean may be biased. 


Figure C2.1: Sampling strategies 
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Ten samples selected from the target by using random, stratified random and 
systematic stratified sample selection. 


 


Estimation of the PSE  
The distribution heterogeneity of a one-dimensional lot can be characterised by 
carrying out a variographic experiment, i.e. N samples are collected from the target by 
using systematic sample selection. N should be at least 30, preferably 60…100. 
Proportional cross-stream sampling should be used or if not possible (when large gas 
or liquid streams are sampled) the flow-rate should be recorded simultaneously with 
the sampling time. From these results the experimental heterogeneity hi can be 
calculated as the relative variation about the lot mean (or mean of the sampling 
target). When N samples of size Mi are collected and analysed (results are ai). Mi can 
be also the flow-rate, if proportional sampling cannot be carried out. 


M
M


a
aa


h i


L


Li
i


−
=  ( Ni ,,2,1 K= )  


where aL is the weighted mean of the lot: 


∑∑
∑ == i
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a )(1   


The standard deviation of the heterogeneity h is equal to the relative standard 
deviation of the lot or process, sp. 
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To characterise the variability of the process an experimental variogram is calculated 
from the heterogeneities: 


( ) ( )∑
−


=
+ −


−
=


jN


i
ijij hh


jN
V


1


2


2
1 , 


2
,,2,1 Nj K=     


The variogram has to be integrated to estimate the PSE for different sampling 
strategies. Gy uses a robust numerical integration.  
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C3. Sources of software for calculations 


Classical analysis of variance (ANOVA) is available in most general spreadsheet 
software for one-way ANOVA. F-tests and other standard statistical tests for the 
normal distribution are also implemented in most spreadsheets.  


Programs for general robust statistical methods in general, and for robust ANOVA in 
particular, are available from RSC/AMC 
(http://www.rsc.org/Membership/Networking/InterestGroups/Analytical/AMC/Softwa
re/index.asp).  


Outlier tests (e.g. Grubb’s or Dixon’s) are less generally available, as is software for 
the range method. The range method can, however, be implemented relatively simply 
using maximum and minimum functions in a spreadsheet. 


The range calculations (demonstrated in Section 7 of Appendix A3) are easily 
performed using standard spreadsheets, and an example can be downloaded from 
http://team.sp.se/analyskvalitet/sampling/default.aspx. 
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Appendix D: Alternative experimental designs for empirical 
uncertainty estimation 


1. Multi-level designs to estimate other component effects 
 
The general balanced design for the empirical estimation of uncertainty (Figure 2) 
includes the uncertainty from the physical sample preparation in with the ‘sample’ 
step. An alternative experimental design (Figure D.1) can be used to make a separate 
estimate of the uncertainty from this source (sprep). Two sub-samples from both of the 
two primary samples are prepared separately (grey boxes in Figure D.1). Duplicate 
test portions are taken from these sub-samples so that the analytical contribution can 
also be estimated. The standard robust ANOVA can be used to separate all of these 
sources of variance (Figure A1.2, and Appendix C3), by selecting two different sub-
sets of four measurements, shown in Figure D.1. Full details of the application of this 
design to food sampling are given elsewhere [30]. 
 


Figure D.1: Experimental design utilised for the estimation of uncertainty from 
sample preparation, as well as that from sampling and analysis 


 
* The upper section depicts the three-layered and unbalanced experimental design. The additional layer in this experimental 
design, required for the evaluation of sprep, is shown by the grey boxes. The lower section (shaded) shows the data groupings 
required for the application of ANOVA so as to provide estimates of ssamp, sprep  and sanal, i.e. the statistical design. Figure taken 
from [30] with permission of Royal Society of Chemistry. 
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2. Simplified and unbalanced designs, to reduce the cost of implementation 


Figure D.2 Two simplified alternatives to the full balance design (Figure 2) that 
can be applied to reduce the cost of estimating the measurement uncertainty 
using the empirical approach: (a) the simplified balanced design, and (b) the 
unbalanced design 


 
Sampling Target


Analysis 1 Analysis 1


Sample 1 Sample 2


Measurement Uncertainty


 
 


Sampling Target


Analysis 1 Analysis 2 Analysis 1


Sample 1 Sample 2Sampling Uncertainty


Analytical Uncertainty  
 


The simplified design (Figure D.2a) has the same duplicated samples as in the full 
balanced design (Figure 2), but does not include and duplicated chemical analyses. 
The uncertainty estimated using this design gives the total measurement uncertainty, 
without any values for the components of the uncertainty from the sampling or the 
analysis. If these components are required, the analytical uncertainty can be estimated 
externally by the laboratory, and removed from the total uncertainty, to give a 
separate estimate of the sampling uncertainty, using Equation 1. The main advantage 
of this design is that the analytical cost of implementation is only half of that for the 
full balanced design, for the same number of duplicated samples. Alternatively, twice 
the number of duplicated samples can be taken, from twice the number of targets to 
increase their representativeness for the same expenditure on chemical analysis. 


The unbalanced design (Figure D.2b) is intermediate between these two designs, with 
only one analytical duplicate carried out on one of the duplicated samples. This has 
the advantage of giving estimates of the sampling and analytical components of the 
uncertainty, as well as the total measurement uncertainty (with the same caveats 
expressed as for the full balanced design in Section 9.4.2). The analytical costs are 
reduced by 25% compared with those for the fully balanced case. The degrees of 
freedom in this case are similar for both the analytical and sampling estimates of 
variance, which is more cost-effective than the extra degrees of freedom for the 
analytical uncertainty in the fully balanced case. 


Classical ANOVA can be applied to the output of both of these designs using many 
different spreadsheet software packages (Appendix C3), but robust ANOVA has not 
yet been developed for this case.  


 


(a) 


(b) 
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Appendix E: Modifying sampling uncertainty using predictions from 
sampling theory 
Once uncertainty from sampling has been estimated, and if it is found not to be fit for 
purpose, there may be a need to modify this level of uncertainty. Predictions on how 
to achieve this modification can be made using sampling theory (Section 10.2). 
Several theories predict that the sampling variance is inversely proportional to the 
mass of the sample taken (e.g. Equation 5). This leads to the prediction that any 
required modification of uncertainty of sampling (from usamp1 to usamp2) can be 
calculated by changing the mass of the sample (from ms1 to ms2) using the relationship 


ms2 = (usamp1 / usamp2)2 . ms1              ………………..(Equation E1) 


This approach can usefully be illustrated using the case study of nitrate in lettuce in 
Example A1. The sampling uncertainty was shown not to be fit for purpose (by the 
method in Section 16.3), and the optimal uncertainty required was calculated to be 
lower by a factor of approximately 2. Equation E1 predicts that this should be 
achieved by increasing the sample mass by a factor of 4 (i.e. 22). The implementation 
of this prediction by increasing the number of increments from 10 heads to 40 heads 
of lettuce per batch, did achieve the predicted reduction in the sampling uncertainty in 
this case (i.e. by a factor of 1.80, which is not statistically significantly different from 
the predicted improvement of 2.0) [38]. Such successful predictions are not always 
achieved in practice. In a different example for the determination of moisture in 
butter, a predicted reduction of 3.7 in the usamp, was calculated to require an increase 
in ms by a factor of 14. In practice this increase in sample mass only produced an 
experimental improvement of 1.3. The inability of this model to predict the change in 
sampling uncertainty was probably due to the nature of the heterogeneity of the 
analytes in this particular material [51]. 
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GENERAL GUIDELINES ON SAMPLING 


PREAMBLE 
RATIONALE 


Codex Food Standards are aimed at protecting consumers’ health and ensuring fair practices in the food 
trade. 


Codex Methods of Sampling are designed to ensure that fair and valid sampling procedures are used when 
food is being tested for compliance with a particular Codex commodity standard. The sampling methods are 
intended for use as international methods designed to avoid or remove difficulties which may be created by 
diverging legal, administrative and technical approaches to sampling and by diverging interpretation of 
results of analysis in relation to lots or consignments of foods, in the light of the relevant provision(s) of the 
applicable Codex standard. 


The present guidelines have been elaborated to facilitate the implementation of these goals by Codex 
Commodity Committees, governments and other users. 


BASIC RECOMMENDATIONS FOR THE SELECTION OF CODEX SAMPLING PLANS 
The present clause represents a pre-requisite to the use of these Guidelines, and is intended to facilitate the 
selection of Codex sampling plans, as well as to follow a systematic approach for this selection. 
The following enumerates the essential points that the Codex commodity committees, Governments and 
other users should address for the selection of appropriate sampling plans, when setting-up specifications.1 


1) Existence (or not) of international reference documents on sampling of the considered 
products 


2) Nature of the control 
• Characteristic applicable to each individual item of the lot 


• Characteristic applicable to the whole lot (statistical approach) 
3) Nature of the characteristic to control 


• Qualitative characteristic (characteristic measured on a pass/failed or similar basis, i.e. 
presence of a pathogen micro-organism) 


• Quantitative characteristic (characteristic measured on a continuous scale, for example a 
compositional characteristic) 


4) Choice of the quality level (AQL or LQ) 
• In accordance with the principles laid down in the Codex Manual of Procedures and with the 


type of risk: critical/ non-critical non-conformities. 


5) Nature of the lot 
• Bulk or pre-packed commodities 
• Size, homogeneity and distribution concerning the characteristic to control 


6) Composition of the sample 


• Sample composed of a single sampling unit 
• Sample composed of more than one unit (including the composite sample) 


7) Choice of the type of sampling plan 
• acceptance sampling plans for statistical quality control 
 for the control of the average of the characteristic 
 for the control of per-cent non-conforming items in the lot 


                                                      
1 See also “Principles for the establishment or selection of Codex Sampling procedures : general instructions for the 
selection of methods of sampling”, in the Codex Alimentarius Manual of Procedures. 
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- Definition and enumeration of non-conforming items in the sample (attribute plans) 
- Comparison of the mean value of the items forming the sample with regards to an 


algebraic formula (variable plans). 
• Convenience (or pragmatic, empirical) sampling plans2 


The two flow-charts in the following pages sum up a systematic approach for the selection of a 
sampling plan and reference to the appropriate sections in the document, which does not cover 
sampling of heterogeneous bulk lots. 


FLOW-CHART FOR CHEMICAL AND PHYSICAL CHARACTERISTICS 


Qualitative Characteristics 
(e.g. commodity defects) 


  


 


 


 


 


Inspection of  isolated lots 
E.g., inspection of the aspects of a piece 
of fruit, or of a can in isolated lots 


To be sampled by attribute sampling 
plan for isolated lots, see section 3.1 


 


Inspection of a continuous series of lots 
E.g., inspection of the aspects of a piece of 
fruit, or of a can in continuous lots 


To be sampled by attribute sampling plans 
for continuous lots, see section 4.2 


   


Quantitative characteristics 
(e.g. compositional characteristics) 


   


Inspection of isolated lots  Inspection of  a continuous series of lots 


   


  


  


  


  


bulk 
E.g. : fat content of 
milk in a tank 


To be sampled by 
variable sampling 
plans for a isolated lots 
*, see section 5.1 


item 
E.g. : sodium 
content of a 
dietary cheese 


Sampling by 
attributes, see 
sections 2.5.1.1 
& 3.1 


 


bulk 
E.g.: fat content 
of milk in a tank. 


To be sampled 
by variable 
sampling plans 
for a continuous 
series of lots *, 
see section 5.1 


 


item 
E.g. : sodium 
content of a 
dietary cheese 


To be sampled by 
attribute sampling 
plans for a 
continuous series 
of lots, see 
sections 2.5.1.1 & 
4.2, or by 
variables*, see 
section 4.3 


    
* normal distribution is assumed 


                                                      
2  Not covered by these Guidelines. Such pragmatic sampling has been used in the Codex for example for the 


determination of compliance with Maximum Residue Limits for pesticides and veterinary drugs. 
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FLOW-CHART FOR MICROBIOLOGICAL CHARACTERISTICS 


Micro-organisms with severe hazard or with 
moderate direct health hazard of potentially 


extensive spread in food.  


 


E.g., pathogenic E. coli, Salmonella spp, 
Shigella, Clostridium botulinum, Listeria 
monocytogenes (risk groups) 


 Micro-organisms with no or low direct 
health hazard (spoilage, shelf-life and 
indicator organisms) or with moderate 
direct health hazard (limited spread). 


E.g., aerobic microorganisms,  


psychrotrophic microorganisms 


lactic acid bacteria, yeasts, moulds (except 
for mycotoxins), coliform, thermotolerant 
coliforms 


   


Sampling by two-class attributes plans, 


see sec. 3.2.1 


 Sampling by three-class attributes plans, 
see sec. 3.2.2 


 


8) Decision rules for the lot acceptance/rejection 


 See the appropriate references in Sections 3, 4 or 5.  


SECTION I. PURPOSE OF CODEX GUIDELINES ON SAMPLING 


1.1 PURPOSE 


Sampling plans are required which ensure that fair and valid procedures are used when food is being 
controlled for compliance with a particular Codex commodity standard. 


Since numerous, yet often complex, sampling plans are available it is the purpose of these guidelines to help 
those responsible for sampling to select sampling plans that are appropriate for statistical inspections under 
specifications laid down by Codex standards. 


No sampling plan can ensure that every item in a lot conforms. These sampling plans are nevertheless useful 
for guaranteeing an acceptable quality level. 


These guidelines contain the elementary principles of statistical control at reception, which complete the 
basic recommendations laid down in the Preamble. 


1.2 TARGET AUDIENCE OF THE GUIDELINES 


These Guidelines are above all aimed at Codex Commodity Committees which select from the plans 
recommended in sections 3, 4, and 5 those which at the time of the drafting of a commodity standard appear 
to them best suited for the inspection to be made. These Guidelines can also be used, if applicable, by 
governments in case of international trade disputes. 


The Codex commodity committees, Governments and other users should be provided with the competent 
technical experts needed for good use of these guidelines, including the selection of appropriate sampling 
plans. 


1.3 USERS OF SAMPLING PLANS RECOMMENDED BY THE GUIDELINES 
The sampling plans described in these Guidelines may be implemented either by Governmental food control 
authorities, or by professionals themselves (self-inspection performed by producers and/or traders). In the 
latter case, these Guidelines enable the governmental authorities to check the appropriateness of the sampling 
plans implemented by the professionals. 
It is recommended that the different parties concerned with sampling come to an agreement on the 
implementation of the same sampling plan for the respective controls. 
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1.4 SCOPE OF THE GUIDELINES 


These Guidelines define at first in Section 2 general notions on food sampling, applicable in any situations, 
and then in Sections 3 to 5 cover certain situations of statistical food control, for whose certain sampling 
plans have been selected. 


The following sampling situations are covered: for the control of only homogeneous goods: 


• control of percentage of defective items by attributes or by variables, for goods in bulk or in 
individual items, 


• control of a mean content. 


These Guidelines do not cover the control of : 


• non-homogeneous goods; 


• for homogeneous goods, the cases where measurement error is not negligible compared to sampling 
error (see 2.4), as well as the control of a qualitative characteristic in a bulk material and; 


• they do not deal with double, multiple and sequential sampling plans, deemed too complex in the 
frame of these Guidelines. 


Detailed sampling procedures do not lie within the scope of these general guidelines. If necessary, they 
should be established by the Codex commodity committees. 


These Guidelines are applicable for control at reception, and may not be applicable for control of end-
products and for process control during production. 


The following Table 1 summarises the situations covered by these Codex Guidelines and those, which are 
excluded. It also gives, where applicable, useful international references for some of the situations not 
covered by these Codex Guidelines. 
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TABLE 1 : GUIDE TO SELECTION OF SAMPLING PLANS FOR HOMOGENEOUS LOTS3 


 Lots consisting of individualisable 
bulk material 


Lots consisting of individual4 items 


 Quantitative Measurements Qualitative Measurements5 Quantitative Measurements 


Is
ol


at
ed


 lo
ts


 


Inspection by Variables of Bulk 
Materials for Percentage Non-
conforming -Section 5.1 


Example: check tank of milk for 
added water 


Inspection by Attributes for percentage non-
conforming - Section 2.5.1.1 


Example: inspection of pieces of fruit for 
defects 


Microbiological inspection of product - 
Section 3.1, 3.2 


Example: testing uncooked vegetables for 
mesophilic aerobic micro-organisms.(see 
ICMSF standards) 


Inspection by Variables for 
percentage non-conforming -
Section 4.3.2 (s method) 


Example: to check whether fat 
content of a skimmed milk 
powder complies with Codex 
limit 


Average Content – 


Sections 3.3 and 4.4 


Example: to check that average 
weight of items in a lot 
complies with label declaration 
(see also ISO 2854-1976, 3494-
1976) 


                                                      
3 Assuming for quantitative measurements, that  measurement error is negligible in relation to process variation (see  Section 2.4) 
4 Or individualisable. 
5 Qualitative data includes quantitative data classified as attributes, for example with respect to a limit. 


C
on


tin
uo


us
 se


ri
es


 o
f l


ot
s 


Inspection by Variables of Bulk 
Materials for Percentage Non-
conforming - Section 5.1 


Example: check a tank of milk for 
added water 


Inspection by Attributes for percentage non-
conforming - Section 2.5.1.1 


Example: inspection of pieces of fruit for 
defects 


Microbiological inspection of product -
Section 3.1, 3.2 


Example: testing uncooked vegetables for 
mesophilic aerobic micro-organisms (see 
ICMSF) 


Inspection by Variables for 
percentage non-conforming -
Section 4.3.3 (σ method) 


Example: to check whether fat 
content of a skimmed milk 
powder complies with Codex 
limit 


Average Content - 


Sections 3.3 and 4.4 


Example: to check sodium 
content of a dietary food does 
not exceed prescribed level 
(See also  ISO 2854-1974, 
3494-1976) 







CAC/GL 50-2004 Page 8 of 69


 


 


1.5 RELATIONSHIP OF THE GUIDELINES WITH THE ISO GENERAL STANDARDS 


In the cases of control situations dealt with by this document, the sampling shall only follow the rules of the 
sampling plans of this document, even if this document refers to the following ISO Standards for the details 
of the scientific and statistical background. 


In the cases of control situations not dealt with by this document, and if they are dealt with by a general ISO 
Standard (see below), the product Committee or the governments should refer to them, and define how to use 
them6. 


The ISO Standards are provided in the following: 


ISO 2854 : 1976(E) : Statistical interpretation of data – Techniques of estimation and tests relating to means 
and variances 


ISO 2859-0:1995(E):  Sampling procedures for inspection by attributes - Part 0: Introduction to the ISO 
2859 attribute sampling system 


ISO 2859-1:1999(E):  Sampling procedures for inspection by attributes - Part 1: Sampling plans indexed by 
acceptable quality level (AQL) for lot-by-lot inspection 


ISO 2859-2-1985(E):  Sampling procedures for inspection by attributes - Part 2:  Sampling plans indexed by 
limiting quality (LQ) for isolated lot inspection 


ISO 3494:1976 : Statistical interpretation of data – Power of tests relating to means and variances 


ISO 3951:1989(E):  Sampling procedures and charts for inspection by variables for percent nonconforming 


ISO 5725-1:1994 (E): Application of statistics – Accuracy (trueness and precision) of measurement methods 
and results – Part 1: General principles and definitions 


ISO 7002:1986 (E) : Agricultural food products - Layout for a standard method of sampling a lot, 


ISO 8423:1991(E): Sequential sampling plans for inspection by variables for percent nonconforming (known 
standard deviation) 


ISO 8422:1991(E):  Sequential sampling plans for inspection by attributes 


ISO/TR 8550:1994(E)):  Guide for the selection of an acceptance sampling system, scheme or plan for 
inspection of discrete items in lots 


ISO 10725:2000(E):  Acceptance sampling plans and procedures for the inspection of bulk material  


ISO/FDIS 11 648-1 : Statistical aspects of sampling from bulk materials – Part 1 : General principles 


ISO/DIS 14 560 : Acceptance sampling procedures by attributes – Specified quality levels in non-
conforming items per million 


The standards listed above were valid at the time of publication of these guidelines.  However, since all 
standards are subject to revision, parties to agreements based upon these guidelines should ensure that the 
most recent editions of the standards are always applied. 


SECTION 2. MAIN NOTIONS OF SAMPLING 


2.1 INTRODUCTION 


2.1.1 Presentation of the section 


This section presents: 


• the rationale and the procedure to be followed before sampling a lot and selecting a sampling plan 
(section 2.1.2); 


                                                      
6 It is recommended that Codex product committees also refer to existing sectorial ISO Standards (today approximately 
20), which are specific to certain types of foods. 
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• the vocabulary and the main notions used in sampling (section 2.2), particularly the principle of 
the operating characteristic curve of a sampling plan (section 2.2.12) and the related notions of 
acceptable quality and the limiting quality level (section 2.2.14). These notions are essential for 
risk assessment prior to selecting a plan; 


• sampling techniques, which are methods to collect and form the sample to be analysed (section 
2.3); 


• the different types of errors associated to the sampling plan (section 2.4); 
• the types of sampling plans which lay down the rule for reaching a decision on the basis of the 


results obtained on samples taken from the inspected lot, in other words the acceptance or refusal 
of the lot after inspection (section 2.5); 


• the principle of the inspection by single sampling plans by attributes (section 2.5.1.1) and by 
single sampling plans by variables (section 2.5.1.2) of percent nonconforming is presented and 
illustrated by the corresponding and compared operating characteristic curves (section 2.5.1.3);  


• the selection of an attributes plan or a variables plan is illustrated by a diagram of the decision to 
be taken in terms of the inspection situations encountered (section 2.5.1.4);  


• a table summarises the comparative advantages and disadvantages of an attribute plan and a 
variable plan (section 2.5.1.5). 


2.1.2 General 


Most of sampling procedures involve the selection of a sample (or samples) from a lot, the inspection or 
analysis of the sample, and the classification of the lot (as ‘acceptable’ or ‘not acceptable’) based upon the 
result of the inspection or analysis of the sample. 


An acceptance sampling plan is a set of rules by which a lot is to be inspected and classified.  The plan will 
stipulate the number of items, to be randomly selected from the lot under inspection, which will comprise the 
sample.  A sampling procedure which involves ‘switching’ (see Section 2.2.16) from one sampling plan to 
another is referred to as a ‘sampling scheme’.   A collection of sampling plans and sampling schemes 
constitutes a ‘sampling system’. 


Before elaborating any sampling plan, or before the Codex Committee on Methods of Analysis and 
Sampling endorses any plan, the Commodity Committee should also indicate the following: 


• The basis on which the criteria in the Codex Commodity standards have been drawn up, for example; 


° whether on the basis that a specified high proportion of items in a lot, should comply with the 
provision in the standard, or  


° whether the average of a set of samples extracted from a lot must comply and, if so, whether a 
minimum or maximum tolerance, as appropriate, is to be given 


• Whether there is to be any differentiation in the relative importance of the criteria in the standards. If 
so, the appropriate statistical parameter to be applied to each criterion should be indicated 


Instructions on the procedure for implementing the sampling plan should indicate the following: 


• The measures necessary in order to ensure that the sample taken is representative of the consignment 
or of the lot. (If a consignment consists of several lots, samples should be collected that are 
representative of the individual lots.) 


• The samples shall be taken randomly, since they are more likely to reflect the quality of the lot, 
however information from a sample may still not be identical with that from the whole lot due to 
sampling error. 


• The size and number of individual items forming the sample taken from the lot or consignment 


• The procedures to be adopted for collecting, handling and recording the sample(s) 


The following issues should also be addressed when selecting a sampling procedure, in addition to the 
foreword: 
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• The distribution of the characteristic(s) in the population to be sampled 


• The cost of the sampling plan 


• Risk assessment (see Sections 2.2.11 and 2.2.14): Inspection systems, incorporating appropriate 
sampling plans, and designed to ensure food safety should be operated on the basis of objective risk 
assessment appropriate to the circumstances.  Whenever possible, the risk assessment methodology 
employed should be consistent with internationally accepted approaches; and should be based on 
current available scientific evidence. 


The precise definition of an acceptance sampling procedure will require the setting or selection of: 


• The characteristic to be measured 


• Lot size 


• An attribute or variables plan 


• The Limiting Quality (LQ) level, for isolated lots; or the AQL (Acceptable Quality Level), for a 
continuous series of lots 


• The level of inspection  


• The size of the sample  


• The criteria for acceptance or rejection of the lot 


• The procedures to be adopted in cases of dispute 


2.2 COMMONLY USED TERMS AND NOTIONS 


The definitions of sampling terms used in these guidelines are mostly those specified in ISO 7002. 


Some of the more commonly used terms in acceptance sampling are described in this section.  


2.2.1 Lot 


A lot is a definite quantity of some commodity manufactured or produced under conditions, which are 
presumed uniform for the purpose of these Guidelines. 


For the goods presumed heterogeneous, sampling can only be achieved on each homogeneous part of this 
heterogeneous lot. In that case, the final sample is called a stratified sample (see 2.3.3). 


NOTE: A continuous series of lots is a series of lots produced, manufactured or commercialised on a 
continuous manner, under conditions presumed uniform. The inspection of a continuous series of lots can 
only be achieved at the production or processing stage. 


2.2.2 Consignment 


A consignment is a quantity of some commodity delivered at one time. It may consist in either a portion of a 
lot, either a set of several lots. 


However, in the case of statistical inspection, the consignment shall be considered as a new lot for the 
interpretation of the results. 


• If the consignment is a portion of a lot, each portion is considered as a lot for the inspection.  


• If the consignment is a set of several lots, before any inspection, care shall be given to the 
homogeneity of the consignment. If not homogeneous, a stratified sampling may be used. 


2.2.3 Sample (representative sample) 


Set composed of one or several items (or a portion of matter) selected by different means in a population (or 
in an important quantity of matter). It is intended to provide information on a given characteristic of the 
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studied population (or matter), and to form a basis for a decision concerning the population or the matter or 
the process, which has produced it. 


A representative sample is a sample in which the characteristics of the lot from which it is drawn are 
maintained. It is in particular the case of a simple random sample where each of the items or increments of 
the lot has been given the same probability of entering the sample. 


Note: Sections A.11 to A.17 of Annex A of the Standard ISO 7002 define the composite sample, the 
reference sample, the global sample, the test sample, the laboratory sample, the primary sample and the 
reduced sample.  


2.2.4 Sampling 


Procedure used to draw or constitute a sample. 


Empirical or punctual sampling procedures are sampling procedures, which are not statistical-based 
procedures that are used to make a decision on the inspected lot. 


2.2.5 Total estimation error 


In the estimation of a parameter, the total estimation error is the difference between the calculated value of 
the estimator and the true value of this parameter. 


The total estimation error is due to: 


• sampling error, 
• measurement error, 
• rounding-off of values or sub-division into classes, 
• bias of the estimator. 


2.2.6 Sampling error 


Part of the total estimation error due to one or several of the following parameters: 


• the heterogeneity of the inspected characteristics, 
• the random nature of a sampling, 
• the known and acceptable characteristics of the sampling plans. 


Item or increment of individualisable goods 


a) Individualisable goods : Goods which can be individualised as items (see b) or in increments (see c), for 
example : 


• a pre-package, 


• a flask or a spoon containing a quantity of goods determined by the sampling plan, and taken from a 
lot, for example : 


- a volume of milk or of wine stored in a tank, 


- a quantity of goods taken from a conveyor belt,… 


b) Item: An actual or conventional object on which a set of observations may be made, and which is drawn 
to form a sample. 


Note: The terms “individual” and “unit” are synonymous with “item” 


c) Increment: Quantity of material drawn at one time from a larger quantity of material to form a sample. 


2.2.8 Sampling plan 


Planned procedure which enables one to choose, or draw separate samples from a lot, in order to get the 
information needed, such as a decision on compliance status of the lot. 







CAC/GL 50-2004 Page 12 of 69


 


 


More precisely, a sampling plan is a scheme defining the number of items to collect and the number of non-
confirming items required in a sample to evaluate the compliance status of a lot. 


2.2.9 The Characteristic 


A characteristic is a property, which helps to identify, or differentiate between, items within a given lot. The 
characteristic may be either quantitative (a specific measured amount, plan by variables) or qualitative (meets 
or does not meet a specification, plan by attributes). Three types of characteristic and associated types of 
sampling plan are illustrated in Table 2. 


 


Table 2: Sampling plans to be associated with the type of characteristic 


Type of Characteristic Type of Sampling Plan 


Commodity defects : characteristics that may be 
expressed by two excluding situations as passed/not 
passed, yes/not, integer/not integer, spoiled/not 
spoiled (e.g. as applied to visual defects such as loss 
of colour, mis-grading, extraneous matter etc) 


‘Attributes’ (e.g. as in Codex Sampling Plans for Pre-
packaged Foods, CAC/RM 42-19697) 


Compositional characteristics: characteristics that 
may be expressed by continuous variables. They may 
be normally distributed (e.g. most analytically 
determined compositional characteristics such as 
moisture content) or they may be non-normally 
distributed. 


‘Variables with unknown standard deviation’ for 
normally distributed characteristics and ‘attributes’ 
for characteristics whose distributions deviate 
significantly from normal 


Health-related properties (e.g. in the assessment of 
microbial spoilage, microbial hazards, irregularly 
occurring chemical contaminants etc) 


Specified sampling plans to be proposed appropriate 
to each individual situation (e.g. for microbiological 
control, see Section 3.2). Plans to determine incidence 
rates in a population may be used. 


2.2.10 Homogeneity 


A lot is homogenous relative to a given characteristic if the characteristic is uniformly distributed according 
to a given probability law throughout the lot8. 


NOTE: A lot being homogeneous for a given characteristic does not mean that the value of the characteristic 
is the same throughout the lot. 


A lot is heterogeneous relative to a given characteristic if the characteristic is not uniformly distributed 
throughout the lot.  Items in a lot may be homogenous on one characteristic whilst heterogeneous on another 
characteristic. 


2.2.11 Defects (Nonconformities) and Critical Nonconformities 


A defect (nonconformity) occurs within an item when one or more, quality characteristic does not meet its 
established quality specification.  A defective item contains one or more defects (see 3.2.3 for some 
examples). 


Lot quality may be judged in terms of the acceptable percentage of defective items or the maximum number 
of defects (nonconformities) per hundred items, in respect of any type of defects (see also Section 2.2.7 for 
the definition of an item). 


Most acceptance sampling involves the evaluation of more than one quality characteristic, which may differ 
in importance with respect to quality and/or economic considerations.  Consequently, it is recommended that 


                                                      
7 The Codex Alimentarius Commission at its 22nd Session (June 1997) abolished the CAC/RM Numbering System. 
8 After checking, if necessary by an appropriate statistical test for comparison of 2 samples, i.e. a parametric test of a 
mean/variance of the characteristic (e.g. Aspin-Welch test) or a non parametric test of the characteristic for the 
proportions  (e.g. Chi-square test or Kolmogorof-Smirnof test) (see references 2 , 3 and 4). 
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nonconformities be classified as follows, according to their degree of seriousness (see also Section 2.2.9 for 
the definition of a characteristic): 


• Class A: Those nonconformities considered to be of the highest concern in terms of the quality 
and/or safety of the product (such as health-related properties, see Table 2); 


• Class B:  Those nonconformities considered to be less important than the Class A nonconformities 
(such as commodity defects or compositional characteristics, see Table 2). 


This classification should be determined by the Codex Commodity Committees. 


2.2.12 Operating Characteristic Curve 


For a given sampling plan, an Operating Characteristic (OC) curve describes the probability of acceptance 
of a lot as a function of its actual quality. It relates the rate of defective items in lots (x-axis) with the 
probability of accepting these lots at control (y-axis). Section 4.1 develops the principle of such a curve and 
illustrates it with an example. 


2.2.13 Producers’ risk and consumers’ risk 


Producers’ risk (PR) 


On the OC curve (see 2.2.12) of a sampling plan, the producers’ risk corresponds to the probability to reject 
a lot having a proportion P1 of defective items (generally low), fixed by the sampling plan. According to the 
producer, such a lot should not be rejected.  


In other words, the PR is the probability to wrongly reject a lot. 


Generally, the PR is expressed by a proportion noted P95 corresponding to the proportion of defective items 
in the lot accepted in 95 % of the cases (i.e. rejected in 5 % of the cases). 


Consumers’ risk (CR) 


On the OC curve (see 2.2.12) of a sampling plan, the consumers’ risk corresponds to the probability to accept 
a lot having a proportion P2 of defective items (generally low), fixed by the sampling plan. According to the 
consumer, such a lot should be rejected.  


In other words, it is the probability to wrongly accept a lot. 


Generally, the CR is expressed by a proportion noted as P10 which corresponds to the proportion of defective 
items in the lot accepted in 10 % of the cases (i.e. rejected in 90 % of the cases). 


Discrimination Distance (D) 


The discrimination distance (D) is the distance between the producers’ risk (PR) and the consumers’ risk 
(CR), and should be specified, taking into account the values of the population standard deviations of 
sampling and of measurements. 


D = CR - PR 


Discrimitation ratio (DR) 


The discrimination ratio (DR) is the ratio between the consumers’ risk (CR) and the producers’risk (PR). It is 
generally given by the ratio between P10 and P95. 


95


10


P
P


DR =  


This ratio enables to appreciate also the efficiency of a sampling plan. A ratio below 359 characterises a 
sampling plan with a particularly low efficiency. 


                                                      
9 The DR of an attribute sampling plan (n=2, c=0) is 27, the one of an attribute sampling plan (n=3, c=0) is 
32, the one of an attribute sampling plan (n=5, c=0) is 36. 
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2.2.14 The Acceptable Quality Level (AQL) and Limiting Quality (LQ) Level 


The inspection of a lot using either an attributes or variables sampling plan will allow a decision to be made 
on the quality of the lot. 


The Acceptable Quality Level (AQL) for a given sampling plan is the rate of non-conforming items at which 
a lot will be rejected with a low probability, usually 5 %. 


The Acceptable Quality Level (AQL) is used as an indexing criterion applied to a continuous series of lots 
which corresponds to a maximum rate of acceptable defective items in lots (or the maximum number of 
defective items per hundred items). This is a quality goal fixed by the profession. This does not mean that all 
the lots having a rate of defective items greater than the AQL will be rejected at the control, but this means 
that the higher the rate of defective items exceeds the AQL, the greater is the probability of rejection of a lot. 
For any given sample size, the lower the AQL, the greater the protection for the consumer against accepting 
lots with high defective rates, and the greater the requirement for the producer to conform with sufficiently 
high quality requirements. Any value for AQL should be realistic in practice and be economically viable. If 
necessary, the value of AQL should take into account safety aspects. 


It should be recognised that the selection of a value for the AQL depends on the specific characteristic 
considered and of its relevance (economic or other) for the standard in its whole. A risk analysis may be 
undertaken to assess the possibility and severity of negative impacts on public health caused, for example, by 
the presence in food products of additives, contaminants, residues, toxins or pathogenic micro-organisms. 


The characteristics which may be linked to critical defects (for example to sanitary risks) shall be associated 
with a low AQL (i.e. 0,1 % to 0,65 %) whereas the compositional characteristics such as the fat or water 
content, etc may be associated with a higher AQL (e.g., 2,5 % or 6,5 % are values often used for milk 
products). The AQL is used as an indexing device in the tables of the Standards ISO 2859-1, ISO 3951 and 
in some tables of ISO 8422 and ISO 8423 (see section 1). 


The AQL is particular producers’ risk, generally different from P95 (see 2.2.13). 


The Limiting Quality (LQ) for a given sampling plan is the rate of non-conforming items at which a lot will 
be accepted with a low probability, usually 10 %. 


The Limiting Quality (LQ) is applied when a lot is considered in isolation. It is a quality level (expressed, 
for example, as percentage nonconforming items in the lot) which corresponds to a specified and relatively 
low probability of acceptance of a lot having a rate of defective items of LQ. Generally, the LQ corresponds 
to the rate of defective items of lots accepted after control in 10 % of the cases. LQ is an indexing device 
used in ISO 2859-2 (where it is recommended that the LQ is set at least three times the desired AQL, in order 
to ensure that lots of acceptable quality have a reasonable probability of acceptance).  


The LQ is generally very low when the plans aim at the control of food safety criteria. It is often higher when 
the plans aim at the control of quality criteria. 


The LQ is a particular consumers’ risk, it corresponds to P10 (see 2.2.13). 


The users of sampling plans shall mandatory agree on the choice on the AQL or LQ of the plan used for the 
quality control of the lots. 


For a given product, a single AQL (or LQ) should be allocated to each of the two classes of nonconformities 
specified in Section 2.2.11, a low AQL (e.g. 0,65 %) being allocated to Class A nonconformities (e.g. 
pesticide content in follow-up milk), and a higher AQL (e.g. 6,5%) being allocated to Class B 
nonconformities (e.g. protein content in follow-up milk).  


Consequently, there is a separate sampling plan for each of the two AQLs (LQs), and a lot is accepted only if 
it is accepted by each of the plans.  The same sample may be used for each class provided the evaluation is 
not destructive for more than one type of nonconformity.  If two samples must be collected they can be taken 
simultaneously for practical reasons. 
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2.2.15 Responsible Authority 


The responsible authority will be the official designated by the importing country; and will normally be 
responsible, for example, for setting the ‘inspection level’ and for the introduction of ‘switching rules’ (see 
2.2.16). 


2.2.16 Inspection Levels and Switching Rules 


The inspection level relates the sample size to the lot size and hence to the discrimination afforded between 
‘good’ and ‘poor’ quality. For example, Tables I and I-A of ISO 2859-1:1989 (E) and ISO 3951:1989 (E) 
respectively provide seven and five inspection levels. For a given AQL the lower the inspection level number 
the greater is the risk of accepting poor quality lots. 


The inspection level should be set by the ‘responsible authority’. Unless otherwise specified, the normal (II) 
inspection level shall be used.  Reduced (I) level or tightened (III) level should be used when less or more 
discrimination, respectively, is required. Level II affords less than double the sample size of Level I, Level 
III gives about one and a half times the sample size of Level II. The ‘special’ levels (S-1 to S-4) should be 
used where relatively small sample sizes are required and large sampling risks can and/or must be tolerated. 


A sampling scheme involves ‘switching’ between normal, tightened and reduced inspection sampling plans.  
It is recommended that all Commodity Committees include switching rules in those sampling plans applied 
to a continuing series of lots.  


Normal inspection is designed to protect the producer against having a high proportion of lots rejected when 
the quality of the product is better than the AQL.  However, if two out of any five (or fewer) successive lots 
are not accepted, then tightened inspection must be introduced.  On the other hand, if production quality is 
consistently better than the AQL, sampling costs may be reduced (at the discretion of the responsible 
authority) by the introduction of reduced-inspection sampling plans. 


Switching rules for a continuous series of lots are described in detail in Sections 4.2.2.4 and 4.3.4. 


2.2.17 Acceptance Number 


For a given attributes sampling plan, the acceptance number is the maximum number of  nonconforming 
units, or the maximum number of nonconformities, allowed in the sample if the lot is to be accepted. Zero 
acceptance number plans are described in Sections 2.5.2. 


Lot Size and Sample Size 


For internationally traded commodities, the lot size is usually specified in the shipping manifest.  If a 
different lot size is to be used for sampling purposes, this should be clearly stipulated in the standard by the 
appropriate Commodity Committee. 


There is no mathematical relationship between sample size (n) and lot size (N). Therefore, mathematically, 
there is no objection to take a sample of small size to inspect an homogeneous lot of large size. However, the 
designers of the plans in the ISO and other reference documents have deliberately introduced a relationship 
to reduce the risk of making an incorrect decision for larger lots. The ratio f = n/N influences the sampling 
error only when the lot size is small. Moreover, in an objective of consumer protection (in particular health), 
it is recommended, as illustrated in the following example, to choose samples of larger sizes when the lot 
sizes are large. 


Example : Inspection of the fat content in whole milk of 8500 items by attribute sampling plans at 
AQL of 2,5 %.  


Two different plans could be used : plan 1 (n = 5, c = 0, LQ = 36,9 %) and plan 2 (n = 50,  
c = 3, LQ = 12,9 %).  


Given the LQ of plan 1, lots having a non-conforming rate of 36,9 % (that is 3136 non-conforming 
items) are accepted in 10 % of cases. 


Given the LQ of plan 2, lots having a non-conforming rate of 12,9 % (that is 1069 non-conforming 
items) are accepted in 10 % of cases. 
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The choice of plan 2 enables the avoidance of the risk in 10 % of the cases in placing on the market 
(3136-1069) = 2067 non-conforming items. 


When the ratio f = n/N (where n is the sample size and N is the lot size) is less than or equal to 10 %, and 
when the lots are assumed to be homogenous, it is the absolute sample size that is more important rather than 
its relationship to the size of the lot.  


However, in order to reduce the risk of accepting large numbers of defective items, it is usual to increase the 
sample size as the lot size increases, especially when it is assumed that the lot is not homogenous. 


With a large lot it is possible and economical to take a large sample whilst maintaining a large lot-to-sample 
ratio and, thereby, achieving better discrimination (between acceptable and unacceptable lots). Furthermore, 
for a given set of sampling efficiency criteria, the sample size will not increase as rapidly as the lot size and 
will not increase at all after a certain lot size. However, there are a number of reasons for limiting the lot size: 


• the formation of larger lots may result in the inclusion of a widely varying quality 


• the production or supply rate may be too low to permit the formation of large lots 


• storage and handling practicalities may preclude large lots 


• accessibility for drawing random samples may be difficult with large lots 


• the economic consequence of non-acceptance of a large lot is large. 


Refer to the tables of ISO 2859 and ISO 3951 for correspondence between sample size and lot size.  


2.3 SAMPLING PROCEDURES 


2.3.1 General 


Sampling procedures should be performed in accordance with appropriate ISO Standards related to the 
commodity of concern (for example ISO 707 for sampling of milk and milk products). 


2.3.2 Employment of Sampling Officers 


Sampling should be performed by persons trained in the techniques of sample collection by the importing 
country. 


2.3.3 Material to be Sampled 


Each lot that is to be examined must be clearly defined.  The appropriate Codex Commodity Committee 
should stipulate how a consignment should be handled in instances where no lot designation exists. 


Representative sampling 


The representative sampling is a procedure used for drawing or forming a representative sample10. 


The requirements of this clause shall be, if needed, completed by procedures (such as how to collect and to 
prepare a sample). These procedures shall be defined by the users, in particular the Codex Products 
Committees. 


Random sampling involves the collection of n items from a lot of N items in such a way that all possible 
combinations of n items have the same probability of being collected. The randomness can be obtained by 
use of table of random number which can be generated by using computer software. 


In order to avoid any dispute over the representativeness of the sample, a random sampling procedure should 
be chosen, whenever possible, alone, or in combination with other sampling techniques. 


Assuming the items can be numbered or ordered, even virtually when it is not possible to have individual 
items (e.g., in the case of a tank of milk or of a silo of grains), the choice of the items or of the increments 
entering into the sample should be done as follows: 


                                                      
10 See the definition of a representative sample in 2.2.3. 
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1. To number all the items or increments of the lot (true or virtual) 


2. The numbers of the items or increments to be sampled are determined randomly using Table 3 of 
the Standard ISO 2859-0:1995 or any approved table of random numbers.  


The collection of samples is to be performed in a random manner, whenever possible during the loading or 
unloading of the lot. 


If the lot is heterogeneous, a random sample may not be representative of the lot. In such cases, stratified 
sampling may be a solution. Stratified sampling consists of dividing the lot into different strata or zones, 
each stratum being more homogenous than the original lot. Then a random sample is drawn from each of 
these strata, following specified instructions which may be drafted by the Codex product committees. Each 
stratum can then be inspected by random sampling which usually includes from 2 to 20 items or increments 
per sample. (see the sampling plans of ISO 2859-1 of letter-codes A to F at the inspection level II). But 
before sampling, it is necessary, where appropriate, to refer to the specific instructions of the Codex product 
committees. 


When it is not possible to sample at random11, for example in a very large store where the goods are badly 
tidied or when the production process includes a periodic phenomenon (e.g. a contaminant which is 
specifically located in a particular area of the silo or a regulator detuned every each k seconds, such as every 
k seconds the products packaged by this regulator have defaults), it is mandatory : 


1. To avoid preferentially choosing items which are more easily accessible or which can be 
differentiated by a visible characteristic. 


2. In the case of periodic phenomena, to avoid sampling every k seconds or every kth package, or 
every kth centimetres, to take an unit from every nth palette, pre-package,… 


2.3.5 Preparation of samples 


2.3.5.1 Primary Samples 


A primary sample is the ‘portion of product’ collected from a lot during the first stage of the sampling 
process, and will normally be in the form of an item (if collected from a lot of prepacked products) or of an 
increment (if collected from a bulk lot).  (However, an ‘increment’ may be considered to be an ‘item’ if 
measurements are made on individual increments.)  As far as is practicable, primary samples should be taken 
throughout the lot and departures from this requirement should be recorded.  Sufficient primary samples of 
similar size should be collected to facilitate laboratory analysis.   In the course of taking the primary samples 
(items or increments), and in all subsequent procedures, precautions must be taken to maintain sample 
integrity (i.e., to avoid contamination of the samples or any other changes which would adversely affect the 
amount of residues or the analytical determinations, or make the laboratory sample not representative of the 
composite sample from the lot). 


2.3.5.2 Composite Sample 


When required by the sampling plan, a composite sample is produced by carefully mixing the primary 
samples (items) from a lot of pre-packaged products; or by carefully mixing the primary samples 
(increments) from a bulk (not pre-packaged) lot. 


Except for economical reasons, this sampling technique is not to be recommended given the loss of 
information on sample-to-sample variation due to the combination of primary samples. 


2.3.5.3 Final Sample 


The bulk or bulked sample should, if possible, constitute the final sample and be submitted to the laboratory 
for analysis. If the bulk/bulked sample is too large, the final sample may be prepared from it by a suitable 
method of reduction. In this process, however, individual items must not be cut or divided. 


                                                      
11 The assessment of such a situation can be done, for a periodic phenomenon, by looking at the process control chart, 
for the storage conditions, or by obtaining information from storage managers, laboratories, professional organisations. 
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National legislative needs may require that the final sample be subdivided into two or more portions for 
separate analysis. Each portion must be representative of the final sample. 


Packaging and Transmission of Laboratory Samples 


The sample finally submitted to the laboratory is described as the laboratory sample and will take the form 
of either the final sample or a representative portion of the final sample. 


The laboratory sample should be kept in such a manner that the controlled characteristic is not modified 
(e.g., for microbiological controls, mandatory use of a sterile and cooled container). Moreover, the laboratory 
sample should be placed in a clean inert container offering adequate protection from external contamination 
and protection against damage to the sample in transit. The container should then be sealed in such a manner 
that unauthorised opening is detectable, and sent to the laboratory as soon as possible taking any necessary 
precautions against leakage or spoilage, e.g., frozen foods should be kept frozen and perishable samples 
should be kept cooled or frozen, as appropriate. 


2.3.7 Sampling reports 


Every sampling act implies the drafting of a sampling report as described in clause 4.16 of the Standard ISO 
7002 and indicating in particular the reason for sampling, the origin of the sample, the sampling method and 
the date and place of sampling, together with any additional information likely to be of assistance to the 
analyst, such as transport time and conditions. The samples, in particular the ones for the laboratory, shall be 
clearly identified. 


In case of any departure from the recommended sampling procedure (when it was necessary, for any reason, 
to deviate from the recommended procedure), it is necessary to append to the sampling report another 
detailed report on the deviating procedure which has been actually followed. However in this case, no 
decision can be taken at control, this decision is to be taken by the responsible authorities. 


2.4 ESTIMATION ERRORS 


Quantitative results are of only limited value if they are not accompanied by some estimate of the random 
(unpredictable) and systematic (predictable) errors in them.  (Random errors affect the precision of the result, 
whereas systematic errors affect accuracy.). 


Sampling plans are associated with two types of error:  


• sampling error (caused by the sample failing to accurately represent the population from which it 
was collected); and  


• measurement error (caused by the measured value of the characteristic failing to accurately represent 
the true value of the characteristic within the sample).  


It is desirable that the sampling errors associated with any sampling plan, as well as the measurement errors 
associated with the analysis should be quantified and minimised.  


The total standard deviation σ is given by the formula: 


22
ms σσσ +=  


where σs is the sampling standard-deviation, σm the measurement standard-deviation 


- First case (the most frequent one) : the analytical error is negligible compared to the sampling error, 
i.e the analytical error is at most equal to one third of the sampling error 


In this case, σm ≤ σs/3, and ss σσσ ×=+≤ 05,1)9/11(2  


The standard deviation for the observed results will be at most 5 % larger than the sampling standard 
deviation taking into account the analytical error. 


− Second case: the analytical error is larger than one third of the sampling error 


This case is not covered by these Guidelines. 
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2.5 TYPES OF SINGLE SAMPLING PLANS 


2.5.1 Single sampling plans for inspections of percent non-conforming items 


2.5.1.1 Principles of inspection by attributes of percent non-conforming items 


The following text and curves present simply the principles of inspection by single sampling plans by 
attributes and by variables of percent nonconforming as well as their efficacy. 


A sampling plan for inspection by attributes is a method for evaluating the quality of a lot which operates 
by classifying each increment of the sample as a conforming or nonconforming characteristic or attribute, 
depending on whether the Codex standard specification is complied with or not. This characteristic is either 
qualitative (for example the presence of a blemish on fruit) or quantitative (for example the sodium content 
of a dietary food, classified as conforming or non-conforming in relation to a limit noted). The number of 
increments having the nonconforming attribute are then counted and if the acceptance number set by the plan 
is not exceeded the lot is accepted, otherwise it is refused. 


EXAMPLE 1 : A single sampling plan by attributes of AQL = 2,5 % to inspect the sodium content of 
a lot of dietary cheese low in sodium for which the maximum sodium content is set by Codex 
standard 53-1981 at 120 milligrams per 100 grams of commodity (noted U = 120 mg/100 g).  


Decision to be taken according to this plan:  


The lot is accepted if there is no nonconforming increment (c = 0) in a sample of five increments (n = 
5), a nonconforming increment being one whose sodium content -given the analytical tolerances- is 
higher than the specification relative to sodium in dietary cheeses, i.e. 120 milligrams. 


The following Figure 1 is the characteristic operating curve of this plan. It shows that in 50 % of the 
cases, lots having 13 % of defective items are accepted at inspection. 
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Figure 1: OC Curve, attribute sampling plan 
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Rate of non conforming items in lots


OPERATING CHARACTERISTIC CURVE
Single sampling  plans with AQL = 2,5%
n = 5 = number of items in the sample
c = 0 = lot acceptance number
LQ = Limiting Quality level = Rate of nonconforming items in lots accepted in 10% of  cases= 36,5%


 
 


EXAMPLE 2 : Single sampling plan by attributes, AQL = 6,5 %, for the inspection of the quality of 
pre-packed quick frozen peas. 


Characteristics of the plan: 


Criterion of non-conformity: the pre-packed bag contains more than 15 % m/m of defective peas 
(blond peas, blemished peas,…) 


Number of sample units: n=13 


AQL = 6,5 % 


Acceptance number: c = 2 = maximum acceptable number of defective bags in the sample 
(acceptance criterion of the lot) 


Rejection number: Re = 3 = minimum number of defective bags in the sample which implies the 
rejection of the lot (rejection criterion of the lot) 


Decision to be taken according to this plan:  


The lot is accepted if there is no more than 2 defective bags in a sample of 13 bags. 


2.5.1.2 Principles of inspection by variables of percent nonconforming 


2.5.1.2.1 General 


A sampling plan by variables is a method for evaluating the quality of a lot which consists of measuring for 
each item the value of a variable characterising the inspected commodity. 


EXAMPLES (To illustrate the difference between the attribute and variable sampling plans, the 
example for dietary cheese at maximum content of sodium is used for the variable plans): 
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• The maximum sodium content U of a dietary cheese low in sodium, for which the maximum sodium 
content is fixed by the Codex standard 53-1981 at 120 milligrams per 100 grams of product ; 


• The minimum fat content L of a whole milk; 


• A range of values, such as the vitamin A content of an infant formula, between L and U. 


The inspection consists of measuring the variable characterising the inspected good for each of the n items 
forming the sample, then in calculating the mean value x  of these n items in the sample. 


The decision concerning acceptance or rejection of the lot is made by comparing this mean content x with the 
numeric value of an algebraic expression including : 


• either U the maximum value of the specification (case of a maximum value to inspect), either L the 
minimum value of the specification (case of a minimum value to inspect), either L and U (case of a 
range of values to inspect) ; 


• the standard deviation of the values of the variable inspected in the lot ; 


• an acceptance constant K, determined by the sampling plan and depending on the AQL distribution 
law of the measured variable. 


The algebraic expression depends also on the fact that the standard deviation is known or unknown. The 
decision formulae are given in 2.5.1.2.2 and 2.5.1.2.3. 


2.5.1.2.2 The standard deviation σ of the distribution is known (σ-method) 


The σ-method (see 2.2.19) is used for example in the case of inspections made by professionals who, owing 
to the large number of inspections they make, know the standard deviation sufficiently precisely to consider 
it as known. The following table 3 defines the acceptance/rejection rules of the lots. 


Table 3: Lot acceptance/rejection criteria for σ-method 


 Inspection of a minimum 
value L 


 


x
−


 ≥ L 


Inspection of a maximum 
value U 


 


x
−


 ≤ U 


Inspection of a range of 
values 


 


L ≤ x
−


 ≤ U 


Lot is accepted 
x
−


 ≥ L + Kσ x
−


 ≤ U - Kσ L + Kσ ≤ x
−


 ≤ U - Kσ 


Lot is refused 
x
−


 < L + Kσ x
−


 > U - Kσ x
−


 < L + Kσ, or x
−


 > U - Kσ


 


EXAMPLE : inspection of the maximum sodium content U of a lot of dietary cheese low in 
sodium for which the maximum sodium content is set by the Codex standard 53-1981 at 120 
milligrams per 100 grams of commodity. 


Inspected value U = 120 milligrams of sodium per 100 grams of dietary cheese 


Data of the chosen sampling plan, from the Standard ISO 3951 (see Table 19):  


- n = 5, number of items in the sample; 
- K = 1,39, acceptance constant; 
- AQL = 2,5 %. 
- σ = 3,5 mg, the known standard deviation according to experimental data on an extended 
period of production, made available to the inspectors by the professionals. 


Results of measurements: 


• x1 denotes the sodium content measured in the first item, = 118 mg ; 
• x2 denotes the sodium content measured in the second item, = 123 mg ; 
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• x3 denotes the sodium content measured in the third item, = 117 mg ; 
• x4 denotes the sodium content measured in the fourth item, = 121 mg ; 
• x5 denotes the sodium content measured in the fifth item, = 111 mg ; 


• x
−


 denotes the mean of the sodium contents obtained on the sample of five items 


x
−


 = 
x x x x x1 2 3 4 5


5
+ + + +


 = 118 mg 


• Conclusion: knowing that U - Kσ = 120 – (1,39 x 3,5) = 115,1 mg, then  


x
−


> U - Kσ and the lot is rejected. 
• The operating characteristic curve of the plan by variables is given in the figure 2. 


 


Figure 2: OC curve, single sampling plan by variable, known standard deviation 


 


2.5.1.2.3 The standard deviation σ of the distribution is unknown (s-method) 


When the standard deviation σ  of the distribution of values is unknown (for example in the case of 
inspections made by official inspection departments which, owing to the insufficient number of inspections 
they make, do not know the standard-deviation sufficiently precisely to consider it as known), the method is 
called the s-method, since the standard deviation σ  is estimated by  


s = 
x x


n


i


i


i n −⎛
⎝⎜


⎞
⎠⎟


−


−


=


=


∑


2


1 1
, called the standard deviation estimator (see 2.2.20). 


In this case, the distribution of means calculated on the sample follows a Student distribution with n-1 
degrees of freedom. The following table 4 defines the acceptance/rejection rules of the lots. 


0%


5%


10%


15%


20%


25%


30%


35%


40%


45%


50%


55%


60%


65%


70%


75%


80%


85%


90%


95%


100%


0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 55% 60% 65% 70% 75% 80% 85% 90% 95% 100%


Rate of non conforming items


Pr
ob


ab
ili


ty
 o


f a
cc


ep
ta


nc
e


n = number of items in the sample = 5
K = 1,39 = Acceptance constant set by the plan
LQ = 20,7% = Rate of non conforming items accepted in 10% of cases







CAC/GL 50-2004 Page 23 of 69


 


 


Table 4: Lot acceptance/rejection criteria for s-method 


 Inspection of a minimum 
value L 


 


x
−


 ≥ L 


Inspection of a maximum 
value U 


 


x
−


 ≤ U 


Inspection of a range of 
values between L and U 


L ≤ x
−


 ≤ U 


Lot is accepted 
x
−


 ≥ L + Ks x
−


 ≤ U - Ks L + Ks ≤ x
−


 ≤ U - Ks 


Lot is refused 
x
−


 < L + Ks x
−


 > U - Ks x
−


 < L + Ks, or x
−


 > U - Ks 


 


EXAMPLE : inspection of the maximum sodium content U of a lot of dietary cheese low in 
sodium for which the maximum sodium content is set by the Codex standard 53-1981 at 120 
milligrams per 100 grams of commodity 


Inspected value U = 120 milligrams of sodium per 100 grams of dietary cheese 


Data of the chosen sampling plan, from the Standard ISO 3951 (see Table 16):  


- n = 5, number of items in the sample; 
- K = 1,24, acceptance constant; 
- AQL = 2,5 %. 
Results of measurements12 : 


• x1 denotes the sodium content measured in the first item, = 118 mg ; 
• x2 denotes the sodium content measured in the second item, = 123 mg ; 
• x3 denotes the sodium content measured in the third item, = 117 mg ; 
• x4 denotes the sodium content measured in the fourth item, = 121 mg ; 
• x5 denotes the sodium content measured in the fifth item, = 111 mg ; 


• x
−


 denotes the mean of the sodium contents obtained on the sample of five items 


x
−


 = 
x x x x x1 2 3 4 5


5
+ + + +


 = 118 mg 


• s denotes the standard deviation estimator calculated on the sample : 


s = ∑
=


=


−


−


⎟
⎠
⎞


⎜
⎝
⎛ −ni


i


i


n


xx


1


2


1
= 4,6 mg 


Conclusion: knowing that U - Ks = 120 – (1,24 x 4,6) = 114,3 mg, then x
−


> U - Ks and the lot is rejected 
(see Table 3). 


2.5.1.2.4 Comparison of σ- and s- methods 


In most cases, the s-method is used, because the standard deviation is not known. In the cases of well-known 
and well-controlled processes, the σ-method can be used (see 2.5.1.2.2). 


The difference between the two methods comes from the value of LQ (defective rate in the lots accepted in 
10 % of cases), see examples of 2.5.1.2.2 and 2.5.1.2.3. In these examples: 


                                                      
12 In order to highlight the difference with the σ method, the numerical values are identical to whose indicated in the 
case of the σ method. 
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σ-method : the LQ is 20,7 %, consequence of the characteristics of the plan (AQL = 2,5 %,  
n = 5, K = 1,39). 


s-method : the LQ is 35 %, consequence of the characteristics of the plan (AQL = 2,5 %,  
n = 5, K = 1,24). 


The following Table 5 and Figure 3 compare the efficiency of these 2 plans and show that the  
σ-method is more efficient that the s-method, since for the same number of items in the sample, the σ-
method provides greater discrimination between good and poor quality products, ie the OC curve decreases 
more steeply. 


 


Figure 3: Comparison of OC curves of variable sampling plans : s-method and σ-method, same AQL 
(2,5 %) and same sample sample size (5 items)* 


 


Table 5: Probability of lot acceptance by defective rates and sampling method (s-method, σ-method) 


 


Probability of lot acceptance  


Defective rates in the lots  


σ -method 


 


s-method 


0% 100% 100% 


0,4% 99,8% 99% 


1,38% 96,5% 95% 


2,48% 90% 90% 
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The comparison shows that the plan (sigma-method) is more efficient that the plan (s-method) since LQ in the first case is 21,4 %, and 35 % in the second case.
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5,78% 65,9% 75% 


12,47% 29,7% 50% 


22,88% 7,4% 25% 


34,98% 1,2% 10% 


42,97% 0,3% 5% 


58,11% 0% 1% 


100% 0% 0% 


 


2.5.1.3 Compared effectiveness of an inspection for a given defective rate by attributes and by 
variables 


When the controlled characteristic is quantitative and normally distributed (example: control of sodium 
content in a dietary cheese), it is possible to use either an attribute or a variable sampling plan. Since the 
efficacy of an attribute sampling plan is lower (see below), it is preferable in this case to choose a variable 
sampling plan (see 2.5.1.4). 


The following Figure 4 which compares the efficacy of a variable plan (σ-method) and an attribute plan, of 
the same AQL 2,5% and having a sample size of five items, shows that the variable plan is more effective 
than the attribute plan since the limiting quality of lots accepted in 10% of cases is lower with variables plans 
(21,4 %) than with attributes plans (36,9 %). 


 


Figure 4: Comparison of OC curves of a variable and an attribute sampling plans 
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Comparison of OC curves  of an inspection of defesctive rate between a single variable 
sampling plans  of the same AQL (2,5%) and the  same sample size of 5 items:
 attributes plan and  and sigma-method


Comparison  shows that the  variable plan  is more effective since  LQ (rate of  non conforming 
items  in lots accepted  in 10% of cases) in the first case is 21 and 37%  in the second case


attribute plan n =5, K = 1,24 , LQ = 
37%


variable plan (sigma-method) , n =5, K = 
1,39 , LQ = 21%


FIGURE 4
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2.5.1.4 Decision tree for the selection of an attributes or a variables sampling plan  


The selection of an attribute or a variable sampling plan should be made according to the following decision 
tree: 


 Question 1 


 


Is the inspected parameter measurable? 


 


   


Answer NO 


 


Example: Inspection of the aspect of 
fruit by enumeration of visual defects 
of the fruit 


 Answer YES 


 


Example: Sodium content of a cheese, 
water content of a butter, fat content of 
a cheese 


   


SELECT AN ATTRIBUTES PLAN, 
since the inspected parameter is 
qualitative (defect of the fruit) 


 Answer question 2 before selecting 


   


 Question 2 


 


Are the values of the measurable 
variable distributed in (or transformable) 
a Laplace-Gauss law of probability, so-
called Normal law? (It is useful to 
consult ISO/CD 5479 which addresses 
the normality of a distribution)13 


 


   


 


ANSWER NO or LACK OF 
CERTITUDE 


 


Example the fat content of a cheese 
because the fat content variable is 
expressed by the fat in dry matter and 
because it is not possible to know 
quickly if the ratio of two normal 
variables also follows a normal law. 


 


 Answer YES 


   


SELECT AN ATTRIBUTES PLAN, 
because attributes plans do not require 
any condition relative to the law of 
distribution  of the values of the 
measurable variable 


 SELECT A VARIABLES PLAN 
because, for the same efficiency, 
variables plans require fewer number of 
items to be taken and analysed than 
attributes plans  


 


                                                      
13 A transformation to convert  the distribution of a variable to normality should not be used, unless there is agreed 
documentary evidence to justify it. 
 







CAC/GL 50-2004 Page 27 of 69


 


 


2.5.1.5 Comparative advantages and disadvantages of attribute plans and variable plans 


When it is possible to implement either an attributes plan or a variables plan, for example for the inspection 
of the sodium content of a dietary cheese, the selection must be made after having consulted in particular the 
following Table 6 on the comparative advantages and disadvantages of the plans14. 


Table 6: Comparison of attribute and variable sampling plans 


 


 ADVANTAGES DISADVANTAGES 


ATTRIBUTES 
PLANS  


No condition on the mathematical law 
of distribution of the variable inspected 


 


Greater simplicity of processing the 
results on the sample 


Less effective than variables plans for a 
same sample size of n increments (the 
LQ is higher); 


more costly than variables plans 
because the collected sample requires 
more increments than those required, 
for the same efficacy, by a variables 
plan 


VARIABLES 
PLANS 


More effective than attributes plans for 
the same sample size of n increments 
(the LQ is lower); for the same AQL 
they are less expensive than attributes 
plans  because the sample collected 
requires fewer increments than those 
required, for a same efficacy, by 
attributes plans 


They cannot be used in all cases 
because to validate the calculation 
formulas the mathematical law of 
distribution of the inspected variable 
must necessarily follow or 
approximately follow a normal law 


 


The sample sizes required when inspecting by attributes and variables are compared in the following table 7: 


Table 7: Comparison of sample sizes for attribute and variable sampling plans (normal inspection 
level) by Sample Size and Code Letter 


 


Sample size code lettera Sample sizes 


 Inspection by attributes Inspection by variables 


C 5 4 


F 20 10 


H 50 20 


K 125 50 


N 500 150 


a) From Table 1 in ISO TR 8550, the code letter gives the combinations of lot size 
and of "inspection levels" (section 2.2.12) 


 


                                                      
14 When the inspection of two specifications, for example the fat content and the sodium content of a dietary cheese, 
necessitates the implementation of a plan by attributes (for the fat content) and by variables (for the sodium content), it 
is recommended, only for reasons of practicality of inspection, to choose a plan by attributes for the two specifications. 
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2.5.1.6 Recommended situation for attribute sampling plans 


Attributes plans are more robust than variables methods (not subject to assumptions of distributional shape) 
and are simpler to operate. Sampling by attributes is recommended when evaluating isolated lots.  If 
necessary, measurements (variables) may be converted to attributes, in order to facilitate attribute sampling. 


2.5.1.7 Recommended situation for variable plans 


The variables method requires a smaller sample size than the attributes method to attain a given degree of 
protection against incorrect decisions - an important consideration when the sampling is destructive. 
However, since each quality characteristic has to be considered separately, the variables method becomes 
less suitable as the number of measurements to be made on a single item increases. 


2.5.2 Zero Acceptance Number Sampling Plans 


(see the Standard ISO/DIS 14 560) 


This standard addresses the need for sampling plans, based upon a zero acceptance number, which address 
quality (non-conformance) levels in the parts per million (ppm or mg/kg) range within isolated lots.  The 
standard does not address minor nonconformities. 


Zero acceptance sampling plans in ISO/DIS 14 560 are applicable, but not limited, to inspection of (a) end 
items and (b) components and raw material.  The selection of the appropriate plan depends upon the amount 
of consumer protection desired for a selected PPM level of desired product quality, and the size of the lot. 


2.5.3 Sampling plans for inspection of critical nonconformities 


Critical nonconformities render the items hazardous, or potentially hazardous, and can result in illness or 
death.  


2.5.3.1 Procedure of the Standard ISO 2859-0 


The following procedure may be used to establish the appropriate sample size (see ISO 2859-0): 


a simple formula is used which relates : 


(a) the maximum number d of critical nonconformities/nonconforming items admitted in the lot; 
(b) N the lot size; 
(c) n the sample size; 
(d) the risk β one is prepared to take of failing to find a nonconformity/nonconforming item, ie 


the probability of non detecting at least one critical nonconformity (it is usual to choose β 
less than or equal to 0,1 %); 


(e) the probability p of maximum nonconforming items admitted in the inspected lot (p is 
usually taken less than or equal to 0,2 %) 
p = d/N, d = Np rounded down to the nearest integer; 


• the sample size n is obtained from the following equation (by rounding-up to the nearest 
integer): 


n = (N - d/2) (1 - β1/(d + 1)) 
• the lot is accepted if no critical nonconformities are found in the sample. 


EXAMPLE : Detection of defective sealed cans 


Determination of sample size for the inspection of critical non confirming items (defective sealed cans) in a 
lot of N = 3454 cans where: 


p, the maximum percentage of nonconforming critical items, is 0,2% 


the maximum accepted risk β of accepting of non detecting a nonconforming item is 0,1% 


c, the acceptance criterion of the lot, is 0 (no nonconforming item in the sample) 


Re, the rejection criterion of the lot; is 1 (at least 1 nonconforming item in the sample). 
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Calculation of d: d = Np = 3454 x 0,002 = 6,908, rounded down to the nearest integer = 6 


Calculation of n: n = (N - d/2) (1 - β1/(d + 1)) = 2165.  


This very high value shows the great practical difficulty in using a procedure that involves destructive testing 
when p and β are small. The cost of such control will be high. However, it illustrates the value of applying 
simple non destructive, yet informative tests to every item in a lot, for example, observing whether the ends 
of cans are depressed, indicating a presence of an effective hermetic seal. 


2.6 COST OF SAMPLING 


The attention of users is drawn upon the relation between the efficiency and the size of the sample.  For a 
given Acceptable Quality Level (AQL), the smaller the sample size, the smaller the cost of sampling, but the 
worse the efficiency, that is the risk to wrongly accepting a lot increases and worsens the damage in trade (in 
particular large financial losses for the producer if a lot is discovered as non-compliant). 


As an example, for the attributes sampling plans proposed in 4.2.2.3 (Table 13, AQL = 6,5 %) the 
consumers’ risk (P10) increases from 40,6 % (n = 8) to 68,4 % (n = 2). 


The attention of users is also drawn upon the relation between the efficiency and the AQL.  For a given 
sample size, the lower the AQL, the better the efficiency. 


As an example, for a sample of 20 items, between the attribute sampling plans proposed in clause 4.2.2.1 
(Table 11, AQL = 0,65 %) and in clause 4.2.2.3 (Table 13, AQL = 6,5 %), the consumers’ risk (P10) 
increases from 10,9 % to 30,4 %. 


Thus for a given sample size, fixed by requirements due to the cost of analysis, the improvement of the 
efficiency of sampling plans requires the choice of plans corresponding to low AQL values, depending on 
the products. 


Another possible solution for reducing the costs of sampling is to use sequential or multiple sampling plans 
which allows, with reduced sample size, the elimination of the lots of very low quality. These plans are out 
of the scope of these guidelines (see relevant ISO Standards). 


SECTION 3: THE SELECTION OF SAMPLING PLANS FOR SINGLE OR ISOLATED LOTS 
MOVING IN INTERNATIONAL TRADE 


This section presents the rationale for selecting sampling plans by attributes for single or isolated lots 
moving in international trade. It lays down rules for: 


• inspection by attributes indexed by the limiting quality (LQ) level (section 3.1) 


• inspection by two or three class attributes for microbiological assessments (section 3.2) 


3.1 SAMPLING PROCEDURES FOR INSPECTION BY ATTRIBUTES: SAMPLING PLANS 
INDEXED BY LIMITING QUALITY (LQ) FOR ISOLATED LOT INSPECTION 


 (see ISO 2859/2-1985 (E))  


Preliminary note15 : Given the requirements due to probabilities linked to sampling by attributes, the plans 
of this section enable a rational choice between the existing plans referring to AQL, as defined in Section 
4.2. In order to ensure their compatibility, similar rules for acceptance/rejection, as well as categories of lot 
size have been chosen for this section and for section 4.2. 


This ISO Standard provides sampling plans for application to single lots (procedure A, 3.1.1) or to lots 
isolated from a series (procedure B, 3.1.2) where the ‘switching rules’ (see Section 2.2.16) are precluded.  
Both procedures use the limiting quality (LQ; Section 2.2.5) as an indicator of the actual percentage 
nonconforming in the lots submitted.  The associated Consumer’s Risk (the probability of accepting a lot 
with the limiting quality level) is usually less than 10 per cent, but always below 13 per cent. 


                                                      
15 According to 7.1 of Standard ISO 2859-2. 
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Procedure A is used when both the producer and consumer wish to regard the lot in isolation; and it is also 
used as the default procedure (i.e., it is used unless there is a specific instruction to use procedure B).   
Procedure A includes plans with acceptance number zero, and with sample sizes based upon the 
hypergeometric distribution of sampling results.  Procedure B is used when the producer regards the lot as 
one of a continuing series, but the consumer considers the lot in isolation.   This approach allows the 
producer to maintain consistent production procedures for a variety of consumers whilst any individual 
consumer is concerned with only one particular lot.   Procedure B excludes plans with zero acceptance 
numbers, replacing them with one hundred percent evaluation. 


Procedures A and B may be compared as follows: 


Procedure A (default procedure) Procedure B 


Producer & consumer regard lot in isolation Producer regards lot as one of continuing series 
Consumer regards lot in isolation 


Identified by lot size and LQ Identified by lot size, LQ & inspection level 


Includes plans with an acceptance number of 
zero 


Plans with an acceptance number of zero not 
included 


Double & multiple plans can be used as  
alternatives to zero acceptance number plans 


Double & multiple plans can be used as 
alternatives to single sampling plans 


3.1.1 Procedure A:  Producer and consumer regard lot in isolation 


The application of procedure A may be illustrated as follows: 


Summary of sampling plan 


Set LQ 


 


Select sample size (n) & acceptance number (c) (Table A in ISO 2859/2-1985 (E)) 
and collect sample 


 


Inspect each item in the sample 


 


Accept the lot if: number of nonconforming items  ≤  c 


 


3.1.2 Procedure B: Producer regards lot as one of a continuing series: Consumer regards lot in 
isolation 


The application of procedure B may be summarised as follows: 


Summary of sampling plans 
 


Set LQ 


 


Select inspection level 
(Table I in ISO 2859-1 : 1989 (E) and Table B6 in ISO 2859/2-1985(E)) 


 


Select sample size, n & acceptance number, c (Tables B1-B10, ISO 2859/2-1985(E)) 
 and collect sample 







CAC/GL 50-2004 Page 31 of 69


 


 


 


Inspect each item in the sample 


 


Accept the lot if: number of nonconforming items  ≤  c 


3.2 TWO AND THREE CLASS ATTRIBUTES PLANS FOR MICROBIOLOGICAL 
ASSESSMENTS (SEE REFERENCE 6.1) 


3.2.1 Two-class Attributes Plans 


Two-class attributes plans provide a simple means of inspection where the sampling plan is defined by two 
values, n and c. The value of n defines the sample size in terms of the number of items; and the value c 
denotes the maximum number of nonconforming items permitted in the sample. When undertaking a 
microbiological assessment, a maximum concentration of micro-organisms permitted in any item is denoted 
by m;  any item contaminated at a concentration greater than m is considered to be nonconforming. 


For a given value of c, the stringency (probability of rejection) of the plan will increase as n increases. 
Similarly, for a given value of n, the stringency will increase as c decreases. The equation of the OC of such 
plans is the following : 


PA = P [x ≤  c] = ini
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Where : 
PA = Probability to accept the lot 
p = Defective rate in the lot, ie lots for whose the concentration of micro-organisms is greater than m 
i and x are whole discrete variables, varying between 0 and c 
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The application of a two-class attributes plan can be summarized as follows : 


Set the value of m, n and c 


 


Collect the sample with n items  


 


Inspect each item in the sample 


 


Accept the lot if: number of defective items  ≤  c 


 


EXAMPLE : Inspection of the presence of Salmonella in fresh vegetables 


- Description of an ICMSF plan : 


n = 5 = number of items of 25 g in the sample 


 m = maximum content admitted in Salmonella per item = 0 CFU in 25 g 


c = 0 = maximum number of items of the sample where the concentration x in Salmonella is higher 
than m (ie Salmonella is detected).  


The lot is accepted if no item in the sample shows a presence of Salmonella. The lot is rejected in the 
opposite case. 


- Result of the inspection : 







CAC/GL 50-2004 Page 32 of 69


 


 


The results of the detections in the sample are the following: 


x1 = Salmonella detected 


x2 = 0 


x3 = 0 


x4 = 0 


x5 = 0 


There is one item where Salmonella was detected (ie whose concentration in Salmonella is greater 
than m), the lot is therefore rejected. 


3.2.2 Three-class Attributes Plans16 


Three class attributes plans are defined by the values n, c, m and M (see below); and are applied to situations 
where the quality of the product can be divided into three attribute classes depending upon the concentration 
of micro-organisms within the sample: 


• unacceptable quality, with a concentration of micro-organisms above the value, M  (which must not 
be exceeded by any items in the sample). 


• good quality, where the concentration must not exceed the value, m. 


• marginally acceptable quality. Marginal items have a concentration which exceeds m, but which is 
less than M ( such concentrations are undesirable but some can be accepted, the maximum number 
acceptable being denoted by c). 


The value m is the concentration of the micro-organism which is acceptable and attainable in the food under 
inspection, as reflected by Good Commercial Practice (GCP).  For 3-class plans, m will be assigned a non-
zero value. 


The value M is a hazardous or unacceptable level of contamination caused by poor hygienic practice, 
including improper storage.   There are several approaches to choosing the value of  M: 


(i) as a ‘utility’ (spoilage or shelf-life) index, relating levels of contamination to detectable 
spoilage (odour, flavour) or to an unacceptably short shelf-life; 


(ii) as a general hygiene indicator, relating levels of the indicator contaminant to a clearly 
unacceptable condition of hygiene; 


(iii) as a health hazard, relating contamination levels to illness.  A variety of data may be used for 
this purpose including, for example, epidemiological, experimental animal feeding and 
human feeding data. 


The values m and M may be independent of each other. 


The choice of values for n and c varies with the desired stringency (probability of rejection).   For stringent 
‘cases’, n is high and c is low; for lenient ‘cases’ n is low and c is high.  The choice of n is usually a 
compromise between what is an ideal probability of assurance of consumer safety and the work load the 
laboratory can handle. 


If the concentration of micro-organisms in any item of the sample is greater than M, the lot is directly 
rejected. 


The equation of the OC curve of such plans is the following : 
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where : 


                                                      
16 For inhomogeneous lots (especially the ones where the distribution of the characteristic shows several peaks), a a 
stratified sampling plan should be performed. 
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Pa is the probability of acceptance of a lot containing: 


- a given percentage of defective items (Pd ) (a defective item having a concentration in micro-
organisms greater than M), i.e. lots for whose the concentration in micro-organisms is greater 
than M), and  


- a given percentage of marginally acceptable items (Pm) (a marginally acceptable item having a 
concentration in micro-organisms between m and M) ; 


n is the number of items in the sample 


c is the maximum number allowed of marginal items. 


The application of a three-class attributes sampling plan may be summarized as follows : 
 


Set the values of m, M, n ,c 


 


Collect the sample with n items 
 


Inspect each item in the sample 


 


Accept the lot if: number of marginally defective items (i.e. a concentration of micro-organisms 
between m and M) ≤  c 


Immediately reject the lot if the concentration of micro-organisms in any item > M and/or the number 
of marginally defective items > c. 


EXAMPLE : Inspection of the concentration of mesophilic aerobic micro-organisms in fresh 
vegetable 


- Description of an ICSMF plan : 
n = 5 = the number of items in the sample 
m = 106 CFU/g 
M = 5 107 CFU/g  
c = 2 =  the maximum number allowed of items in the sample whose concentration in mesophilic 
aerobic micro-organisms lies between m and M 
The lot is accepted if no item shows a concentration greater than M and if the maximum number of 
items in the sample whose concentration lies between m and M, is at most egal to c. 


- Result of the inspection 


The measures of concentration in the sample are the following : 


x1 = 2. 107 


x2 = 2.106 


x3 = 2. 107 


x4 = 2.106 


x5 = 2.106 


There are 5 items of the sample whose concentration in mesophilic aerobic micro-organisms lies between m 
and M, this figure is greater than c and the lot is rejected. 


The Application of Two and Three-class Attributes Plans 


Two and three-class attributes plans are ideally suited for regulatory, port-of-entry, and other consumer-
oriented situations where little information is available concerning the microbiological history of the lot.   
The plans are independent of lot size if the lot is large in comparison to sample size.   The relationship 
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between sample size and lot size only becomes significant when the sample size approaches one tenth of the 
lot size, a situation rarely occurring in the bacteriological inspection of foods. 


When choosing a plan one must consider: (i) the type and seriousness of hazards implied by the micro-
organisms; and (ii) the conditions under which the food is expected to be handled and consumed after 
sampling. Table 8 (after Table 10 of the ICMSF publication) classifies 15 different ‘cases’ of sampling plans 
taking these factors into consideration, the stringency of the plans increasing with the type and degree of 
hazard.   Case 1 requires the most lenient plan whereas Case 15 represents the most stringent requirement.   
In Table 8, a sampling plan is recommended for each of the 15 ‘cases’. 


Table 8: Classification of sampling plans according to nature of concern and hazard 


 Nature of concern  Decreased 


hazard 


Unchanged hazard Increased 
hazard 


No direct health hazard 
(spoilage and shelf-life) 


n = 5,  c= 3 n = 5,  c = 2 n = 5,  c = 1 


Low indirect health hazard 
(indicator organisms) 


n = 5,  c= 3 n = 5,  c = 2 n = 5,  c = 1 


Moderate direct health 
hazard (limited spread) 


n = 5,  c= 2 n = 5,  c = 1 n = 10,  c = 1 


Moderate direct health 
hazard of potentially 


extensive spread in food 


 


n = 5,  c= 0 


 


n = 10,  c = 0 


 


n = 20,  c = 0 


Severe direct health hazard n = 15,  c= 0 n = 30,  c = 0 n = 60,  c = 0 


 


EXAMPLES : 


(i) A sampling plan is required for the inspection of fresh or frozen fish for the bacterium 
Escherichia coli.  The contamination of fish with E. coli is considered (1) to be a low indirect 
health hazard which is likely to be reduced during the handling of the fish.  Normally the fish 
will be cooked before consumption.  Consequently, the contamination of fish with E. coli may 
be classified as Case 4 in Table 10 and the recommended sampling plan is a 3-class attributes 
plan, where n = 5 and c = 3. (The values of m and M will also be specified.) 


(ii) The contamination of cooked crabmeat with Staphylococcus aureus is considered (1) to be a 
moderate direct health hazard of limited spread which is likely to increase with handling (Case 
9).  Consequently, the appropriate sampling plan for the inspection of S. aureus in cooked 
crabmeat is a 3-class plan where n = 10 and c = 1. (The values of m and M will also be 
specified.) 


(iii) The contamination of frozen, ready-to-eat, bakery products (with low-acid or high water 
activity fillings or toppings) with Salmonella is considered to be a moderate direct health hazard 
of potentially extensive spread in food which is likely to increase with handling (Case 12).  In 
this example, the appropriate plan is a 2-class plan where n = 20 and c = 0. 


3.3 SINGLE SAMPLING PLANS FOR AVERAGE CONTROL (STANDARD DEVIATION 
UNKNOWN) 


Such a control is performed by using a test which aims at ensuring that, on average, the content of the 
controlled characteristic is at least equal to either the quantity given of the label of the product, or the 
quantity fixed by the regulation or a code of practice (e.g. net weight, net volume,…). 


Description of the test 
n is the sample size, in number of items, used for the test 
 


n


x
x


n


i
i∑
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is the sample mean of the n items in the sample 
 


 


 


 


is the standard deviation of the values of the items in the sample. 


α is the significance level of the test, that is the probability of wrongly concluding that the mean content of 
the controlled chacteristic is less than the stated value when it is indeed greater than or equal to that value. 


tα is the value of the Student’s t-distribution, on n-1 degrees of freedom, corresponding to the significance 
level α17. 


M is the stated value for the mean of the lot. 


Decision Rules 


The lot is accepted if: 


and rejected otherwise. 


The following Table provides t-values of the Student’s distribution for some selected sample sizes and for α 
of 5 % and 0,5 %.  


Number of Samples t-value 


(α = 5%) 


t-value 


(α = 0,5%) 


5 2,13 4,60 


10 1,83 3,25 


15 1,76 2,98 


20 1,73 2,86 


25 1,71 2,80 


30 1,70 2,76 


35 1,69 2,73 


40 1,68 2,71 


45 1,68 2,69 


50 1,68 2,68 


SECTION 4. THE SELECTION OF SAMPLING PLANS FOR A CONTINUOUS SERIES OF 
LOTS FROM A SINGLE SOURCE 


4.1 PRESENTATION OF SECTION 4 


Normally, the sampling plans described in Sections 4.2 and 4.3 should only be applied to a continuous series 
of lots from a single source.  However, the plans described below (including the switching rules) may be 
utilised when data have been collected describing the quality of isolated lots, from a single source, over a 
prolonged period of time.  


                                                      
17 α is generally taken at 5%, or 0,5%. 
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This section addresses the selection of single sampling plans for inspection of percent nonconforming, for a 
continuing series of lots coming from a single source. 


It recommends single sampling plans by attributes (section 4.2) and by variables (section 4.3)18 with their 
characteristics: 


• Number of items in the sample, 
• Acceptable Quality Level (AQL), 
• for attributes plans: acceptance number c, i.e. the maximum number of nonconforming items in 


the sample,  
• for variables plans, the acceptance constant K to be included in the lot acceptance formula,  
• operating characteristic curves.  


To make the document readily readable, and to achieve minimum difficulty in implementing the plans and 
minimum inspection cost, these plans are limited to the following characteristics: 


• AQL  0.65%,. 2.5%, , 6.5% 
• n, number of items in the sample, included between 2 and 50 
• P10 = Rate of non-conforming items in lots accepted in 10% of cases = LQ 
• P50 = Rate of non-conforming items in lots accepted in 50% of cases 
• P95 = Rate of non-conforming items in lots accepted in 95% of cases  


 


Codex Committees and, where applicable, governments, will select from these plans on the basis of the 
quality aim they set themselves. This quality level is stated by the Acceptable Quality Level. 


The lowest level of acceptable quality or LQ derives from the characteristics of the choice of n and of AQL. 


Each single sampling plan recommended in section 4 is accompanied by a table giving the plan 
characteristics (AQL, n = sample size, : c = acceptance number of the lot, in the case of plans by attributes, K 
= acceptance constant, in the case of plans by variables) and the probability of lot acceptance as a function of 
the rate of nonconforming items in these lots, particularly the LQ or rate of nonconforming items in lots 
accepted in 10% of cases. All the plans recommended according to the AQL and the size n of the sample, are 
also grouped per AQL in a graph like the Figure 5, of the Operating Characteristic (OC) curve, which relates 
the rate of nonconforming items in an inspected lot and the probability of lot acceptance. 


The following example illustrates this principle of presentation of recommended plans with tables (Table 9) 
and graphs (Figure 5) of OC curves for simple sampling plans by attributes, of AQL = 6,5 %, n= 2, c = 0 and 
n = 50, c = 7. 


Table 9: Probability of lot acceptance, attribute sampling plan, AQL = 6,5 % 


Defective 
rates in the 


lots 


Probability of lot acceptance 


 


 n = 2, c = 0 
P95 = 2,53% 
P50 =29,3%  
P10 =68,4% 
 


n = 8, c= 1  
P95 = 2,64% 
P 50 =20% 
P10 = 40,6% 


n = 13, c= 2 
P95 = 6,63% 
P50 =20% 
P10 = 36% 


n = 20, c= 3 
P95 = 7,13% 
P50=18,1% 
P10= 30,4% 


n = 32, c= 5 
P95 = 8,5% 
P50 =17,5% 
P10 = 27,1% 


n = 50, c= 7 
P95 =8,2% 
P 50 =15,2% 
P10 = 22,4% 


0% 100% 100% 100% 100% 100% 100% 


5 % 90,3% 94,3% 97,5% 98,4% 99 % 99,7% 


6,5% 87,4% 90,9% 95,2% 96,3% 98,4% 98,5% 


                                                      
18 The plans of Section 4.3.2 may also be used for isolated lots. 
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10 % 81% 81,3% 86,6% 86,7% 90,6% 87,8% 


20% 64% 50% 50% 41,1% 36% 19% 


30 % 49% 25,5% 20,2% 10,7% 5,1% 0,7% 


40% 36% 10,6% 5,8% 1,6% 0,3% 0% 


50% 25% 3,5% 1,1% 0,1% 0% 0% 


60 % 16% 0,9% 0,1% 0% 0% 0% 


80% 4,0% 0% 0% 0% 0% 0% 


90% 1% 0% 0% 0% 0% 0% 


100% 0% 0% 0% 0% 0% 0% 


 


Figure 5 gathers the OC curves of these plans by attributes, fixed by the Standard ISO 2859-1. 


The curve of Figure 5, which contains the point A, corresponds to a lot inspected with a 50-item sample. The 
lot is accepted at inspection if there are less than 7 defective items in the sample. The abscissa of the point A 
(15 %) corresponds to a lot containing 15 % of defective items; its ordinate (50 %) corresponds to the 
probability to accept these lots containing 15 % of defective items. 


The curve of Figure 5, which contains the point B, corresponds to a lot inspected with a 2-item sample. The 
lot is accepted at inspection if there are less than 0 defective items in the sample. The abscissa of the point B 
(30 %) corresponds to a lot containing 30 % of defective items; its ordinate (50 %) corresponds to the 
probability to accept these lots containing 30 % of defective items. 


The graph shows that, for a constant AQL, the higher the sample size, the smaller the risk to the consumer of 
accepting lots with high defective rates. 
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Figure 5: OC curve, attribute sampling plan, AQL = 6,5 % 


Rate of nonconforming items in lots 


Examples of sampling plans covering frequent inspection situations using AQL = 0,65 % or 2,5 % or 6,5 % 
are presented in 4.2.2.1 to 4.2.2.3. 


4.2 SINGLE SAMPLING PLANS RECOMMENDED FOR INSPECTION OF DEFECTIVE 
PERCENTAGE BY ATTRIBUTES (FROM ISO 2859-1 : 1989) 


4.2.1 General 


The principle of such sampling plans is presented in Section 2.5.1.1. 


The application of ISO 2859-1 attributes sampling plans may be summarised as follows: 


 


Set inspection level 
(normal19, tightened, reduced) 


 


Set the AQL 


 


                                                      
19 Any inspection level other than the normal control shall be justified by the users of sampling plans. 
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Rate of nonconforming items in lots


OC Curve Attribute Plans
AQL = 6,5%, n = (2 to 50)


n = 13
c =2
LQ = 36%


n = 20
c = 3
LQ = 30,4%


n = 32
c = 5
LQ = 27%


n = 50
c = 7
LQ = 22,4%


n = 8
c =1
LQ = 40,6%


n = 2
c = 0
LQ = 68,4%


Point A


Point B


Figure 5
Single Sampling Plan by attributes with  AQL = 6,5%
n = number of items in the sample
c = lot acceptance number
LQ = Limiting Quality level = Rate of nonconforming items in lots accepted in 10% of cases
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Select sample size, n of the sample and the acceptance number, c and collect the sample 


 


Inspect each item in the sample and enumerate each nonconforming item in the sample 


 


Accept the lot if this number of nonconforming items  ≤  c 


4.2.2 Recommended plans by attributes 


This document recommends the following simple sampling plans, for covering frequent inspection situations. 
They are extracted from the Standard ISO 2859-1, and are characterised by their AQL (AQL of 0,65 %, 2,5 
% and 6,5 % covering the most frequent cases), the size n of items in the sample and c the acceptance 
criterion which defines the maximum number of defective items allowed in the sample for accepting the lot. 
Each plan is accompanied by a table which gives the probability to accept the lots in function of the defective 
rate in these lots. For each AQL, a graph shows the OC curves of the corresponding recommended plans. 


The OC curves have been built point-by-point from the following equation : 


PA = P [x ≤  c] = ini
ci
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i
n ppC −


=


=
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Where : 


PA = probability to accept the lot 


p = defective rate in the lot 


i and x are discrete whole variables, between 0 and c 


)!(!
!


ini
nC i


n −
=  


Table 10 (from NMKL Procedure N° 12, see reference 5) describes the number of items to be sampled at 
different inspection levels, lot sizes and acceptance numbers at AQL of 0,65%, 2,5% and 6,5% respectively. 
The table is a simplification of a single attribute sampling plan from ISO 2859-1. This table considers three 
levels of inspection: tightened, normal and reduced (see 2.2.16). 


Table 10. Attribute Sampling Plan  


  Inspection level 


Lot size (Number 
of items) 


 Reduced Normal Tightened 


2-8 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


2 
0 
0 
0 


2 
0 
0 
0 


3 
0 
0 
0 


9-15 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


2 
0 
0 
0 


3 
0 
0 
0 


5 
0 
0 
1 


16-25 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


2 
0 
0 
0 


5 
0 
0 
1 


8 
0 
0 
1 


26-50 n 
c at AQL = 0,65 


2 
0 


8 
0 


13 
0 
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c at AQL = 2,5 
c at AQL = 6,5 


0 
0 


0 
1 


1 
1 


51 - 90 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


2 
0 
0 
0 


13 
0 
1 
2 


20 
0 
1 
2 


91 - 150 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


3 
0 
0 
0 


20 
0 
1 
3 


32 
0 
1 
3 


151 - 280 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


5 
0 
0 
1 


32 
0 
2 
5 


50 
1 
2 
5 


281 - 500 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


8 
0 
0 
1 


50 
1 
3 
7 


80 
1 
3 
8 


501 - 1 200 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


13 
0 
1 
2 


80 
1 
5 
10 


125 
1 
5 
12 


1 201 – 1 320 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


20 
1 
1 
3 


125 
2 
7 
14 


200 
2 
8 
18 


1 321 – 10 000 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


32 
0 
2 
5 


200 
3 
10 
21 


315 
3 
12 
18 


10 001 – 35 000 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


50 
1 
3 
7 


315 
5 
14 
21 


500 
5 
18 
18 


35 001 - 150 000 n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


80 
1 
5 


10 


500 
7 
21 
21 


800 
8 
18 
18 


150 001 -  
500 000 


n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


125 
2 
7 


12 


800 
10 
21 
21 


1 250 
12 
18 
18 


500 001 and over n 
c at AQL = 0,65 
c at AQL = 2,5 
c at AQL = 6,5 


200 
3 
10 
12 


1 250 
14 
21 
21 


2 000 
18 
18 
18 
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4.2.2.1 Plans with AQL = 0,65 % (see Table 11 and Figure 6) 


Table 11: Probability of lot acceptance, attribute sampling plans, AQL = 0,65 % 


 


Defective rates in the lots 


Probability of lot acceptance 
Normal inspection plan 


Letter-code F, AQL = 0,65%, n= 20, c =0 


0% 


 


100% 


0,05% 99% 


0,25% 95% 


0,525% 90% 


0,65% 87,8% 


1,43% 75% 


3,41% 50% 


5% 35,8% 


6,7% 25% 


10% 12,2% 


10,9% 10% 


13,9% 5% 


15% 3,9% 


20% 1,2% 


20,6% 1% 


30% 0,1% 


35% 0% 


100% 0% 
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Figure 6: OC curve, attribute sampling plan, AQL = 0,65 % 


4.2.2.2 Plans with AQL = 2,5% (see Table 12 and figure 7) 


Table 12: Lot acceptance probability for AQL = 2,5 % 


Probability of lot acceptance 
Normal inspection plan 


Defective rates in 
the lots 


Letter-code C, 
AQL = 2,5%, 


n= 5, c =0 
P95 = 1,02% 
P 50 =12,2% 
P10 = 36,9% 


Letter-code F, 
AQL = 2,5%, 
n= 20, c =1 
P95 = 1,8% 


P 50 =8,25% 
P10 = 18,1% 


Letter-code G, 
AQL = 2,5%, 
n= 32, c =2 
P95 = 2,59% 
P 50 =8,25% 
P10 = 15,8% 


Letter-code H, 
AQL = 2,5%, 
n= 50, c =3 
P95 = 2,77% 
P 50 =7,29% 
P10 = 12,9% 


0% 100% 100% 100% 100% 


1% 95% 98,3% 99,6% 99,8% 


2,5% 88,1% 91,2% 95,5% 96,4% 


5% 77,4% 73,6% 78,6% 76% 


10% 59% 39,2% 36,7% 25% 


15% 44,4% 17,6% 12,2% 4,6% 


20% 32,8% 6,9% 3,2% 0,6% 


30% 16,8% 0,8% 0,1% 0% 


40% 7,8% 0,1% 0% 0% 


50% 3,1% 0% 0% 0% 


²100% 0% 0% 0% 0% 
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QL = Quality Level  = Rate of non conforming items in lots accepted in 10% of cases = 10,9%


Figure 6
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Figure 7: OC curve, attribute sampling plan, AQL = 2,5 % 


4.2.2.3 Plans at AQL = 6,5 % (see table 13 and figure 8) 


Table 13: Probability of lot acceptance at AQL = 6,5 % 


Defective 
rates in the 


lots 


Probability of lot acceptance 


Normal inspection plan 


 Letter-code 
A,  
AQL=6,5%  
n= 2, c =0 
P95 


20= 2,53% 
P50 21=29,3%  
P10


22 =68,4% 


Letter-code 
D,  
AQL =6,5%  
n= 8, c =1 
P95 = 2,64% 
P 50 =20% 
P10 = 40,6% 


Letter-code E, 
AQL =6,5%  
n= 13, c =2 
P95 = 6,63% 
P50 =20% 
P10 = 36% 


Letter-code F, 
AQL =6,5%  
n= 20, c =3  
P95 = 7,13% 
P50=18,1% 
P10= 30,4% 


Letter-code 
G,  
AQL =6,5%  
n= 32, c =5 
P95 = 8,5% 
P50 =17,5% 
P10 = 27,1% 


Letter-code 
H,  
AQL =6,5%  
n= 50, c =7 
P95 =8,2% 
P 50 =15,2% 
P10 = 22,4% 


0% 100% 100% 100% 100% 100% 100% 


5 % 90,3% 94,3% 97,5% 98,4% 99,1% 99,7% 


6,5% 87,4% 90,9% 95,2% 96,3% 98,4% 98,5% 


10 % 81% 81,3% 86,6% 86,7% 90,6% 87,8% 


20% 64% 50% 50% 41,1% 36% 19% 


                                                      
20 P95 = Rate of non-conforming items in lots accepted in 95% of cases 
21 P50 = Rate of non-conforming items in lots accepted in 50% of cases 
22 P10 = Rate of non-conforming items in lots accepted in 10% of cases 
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OC Curve, Attribute Plan
AQL = 2,5%, n = (5 to 50)


Opérating charactéristic curve of a single sampling plan by attribute with AQL  = 2,5%  n = number of
items in the sample c = lot acceptance number set by the plan
QL = Limiting  Quality  Level = Rate of non conforming items in  lots accepted in  10% of  cases


n = 5
c = 0
QL = 36,9%


n  = 20
c = 1
QL = 18,1%


n = 32
c = 2
QL = 15,8%


n = 50
c = 3
QL = 12,9%


Figure 7
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30 % 49% 25,5% 20,2% 10,7% 5,1% 0,7% 


40% 36% 10,6% 5,8% 1,6% 0,3% 0% 


50% 25% 3,5% 1,1% 0,1% 0% 0% 


60 % 16% 0,9% 0,1% 0% 0% 0% 


80% 4,0% 0% 0% 0% 0% 0% 


90% 1% 0% 0% 0% 0% 0% 


100% 0% 0% 0% 0% 0% 0% 


 


 


Figure 8: OC curve, attribute sampling plan, AQL = 6,5 % 


 


4.2.2.4 Switching Rules and Procedures (see clause 9.3; ISO 2859-1:1989(E)) 


Tightened Inspection 


When normal inspection is being performed, tightened inspection must be introduced when two out of five, 
or less, consecutive lots have been non-acceptable on original inspection (ignoring resubmitted lots).  
Normal inspection can only be restored when five successive lots have been accepted under tightened 
inspection. 


When operating under tightened inspection,  an appropriate sampling plan is selected using the procedure 
described in Section 4.1, excepting that Table II-B in ISO 2859-1: 1989 (E) is used for the selection of n and 
Ac.   In general, a tightened plan has the same sample size as the corresponding normal plan but a smaller 
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n = 2
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LQ = 68,4%


Figure 8
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acceptance number.   However, if the normal inspection acceptance number is 1 or 0, tightening is achieved 
by retaining the acceptance number whilst increasing the sample size. 


Reduced Inspection 


When normal inspection is being performed, reduced inspection may be operated provided that each of the 
following conditions is satisfied: 


(a) the preceding 10 lots (or more) have been subjected to normal inspection and all have been 
accepted on original inspection; and 


(b) the total number of nonconforming units (or nonconformities) in the samples from the 
preceding 10 lots (or such other number as was used for condition (a), above) is equal to or 
less than the appropriate ‘limit number’ given in Table VIII in ISO 2859-1: 1989 (E); and 


(c) production is at a ‘steady state’ (ie there has not been a break in production sufficient to 
invalidate the argument that the present quality is good because the record of the recent past 
is good, and that all factors which are likely to effect the quality of the product have 
remained consistent); and 


(d) reduced inspection is considered desirable by the responsible authority. 


In these circumstances, the inspection costs may be reduced by using reduced-inspection sampling plans 
which, typically, have sample sizes only two-fifths the size of the corresponding normal inspection plans. 
When operating under reduced inspection,  an appropriate sampling plan is selected using the procedure 
described in Section 4.1, excepting that Table II-C in ISO 2859-1: 1989 (E)is used for the selection of n and 
Ac. 


Normal inspection should be reverted to if a lot is not accepted on reduced inspection; or if production 
becomes irregular or delayed; or if other conditions occur which are likely to invalidate the steady-state 
condition. 


Discontinuation of Inspection 


Once tightened inspection has been introduced, the acceptance procedures of ISO 2859 should be 
discontinued if five, or more, lots are not accepted and all products from that source must be rejected. 
Importation and inspection should not resume until the responsible authority is satisfied that the producer has 
taken the necessary action to improve the quality of the submitted product.  Tightened inspection should then 
be used as described above. 


4.3 SINGLE SAMPLING PLANS FOR INSPECTION BY VARIABLES FOR PER CENT 
NONCONFORMING  


(see ISO 3951: 1989 (E)) 


4.3.1 General 


The principle of such sampling plans is presented in Section 2.5.1.2. 


The application of ISO 3951 variables sampling plans may be summarised as follows: 


 


Select the ‘s’ method (standard deviation unknown) or 


the ‘σ‘ method (standard deviation is stable and known) 


 


Set inspection level 
(normal, tightened, reduced) 


 


Set the AQL 
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Select sample size (n) & acceptability constant (k) and collect sample 


 


Measure the characteristic x in each item in the sample 


 


4.3.1.1 Decision rule for the s-method (see table 4) 


(a)  calculate the sample mean, x , and 


(b)  calculate the estimated standard deviation, s = 
x x


n


i


i


i n −⎛
⎝⎜


⎞
⎠⎟


−


−


=


=


∑


2


1 1
 


(c) see Table 4. 


4.3.1.2 Decision rules for the σ-method (see table 3) 


(This method should only be used when there is valid evidence that the standard deviation of the process can 
be considered constant and taken to be ‘σ‘. In this case, the controlling authorities shall check by any 
appropriate mean the relevance of the value of σ chosen by the professionals. 


a) calculate the mean of the sample x  


b) see Table 3 


4.3.2 Recommended sampling plans by variables : s method 


4.3.2.1 General 


This section recommends the following simple sampling plans, for covering frequent inspection situations. 
They are extracted from the Standard ISO 3951, and are characterised by their AQL (of 0,65 % and 6,5 % for 
covering the most frequent cases), the size n of items in the sample and K the acceptance constant. Each plan 
is accompanied by a table which gives the probability of acceptance of the lots in function of the defective 
rate in these lots. For each AQL, a graph sums up the OC curves of the corresponding recommended plans. 


The OC curves have been built point-by-point using the following approximation: 


2
²1


)( 1


K


Kun
u p


PA
+


−×
= −  


where: 


uPA is the fractile of order PA of the standardized normal law, 


PA is the probability of acceptance of a lot containing a defective rate of p, 


K is the acceptability constant, 


u1-p is the fractile of order 1-p of the standardized normal law, 


n is the sample size. 


Table 14 (from NMKL Procedure N°12, see reference 5) gives the number of items to be sampled at 
different lot sizes and inspection levels (normal inspection, tighten inspection and reduced inspection). It also 
gives the acceptability constant, K, at AQL’s of 0,65%, 2,5% and 6,5% respectively. Low AQL’s (0,65%) 
should be applied for critical defects while higher AQL should be applied for compositional parameters. 
Table 14 is a simplification of the “s-method” given in ISO 3951:1989. 
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TABLE 14: VARIABLE SAMPLING PLANS WITH UNKNOWN STANDARD DEVIATION  


  Inspection level 


Lot size (Number 
of items) 


n and k  
at AQLs (%) 


Reduced Normal Tightened 


2 - 8 n 
k at 0,65 
k at 2,5 
k at 6,5 


3 
1,45 
0,958 
0,566 


3 
1,65 
1,12 
0,765 


4 
1,88 
1,34 
1,01 


9 - 15 n 
k at 0,65 
k at 2,5 
k at 6,5 


3 
1,45 
0,958 
0,566 


3 
1,65 
1,12 
0,765 


5 
1,88 
1,40 
1,07 


16 - 25 n 
k at 0,65 
k at 2,5 
k at 6,5 


3 
1,45 
0,958 
0,566 


4 
1,65 
1,17 
0,814 


7 
1,88 
1,50 
1,15 


26 - 50 n 
k at 0,65 
k at 2,5 
k at 6,5 


3 
1,45 
0,958 
0,566 


5 
1,65 
1,24 
0,874 


10 
1,98 
1,58 
1,23 


51 - 90 n 
k at 0,65 
k at 2,5 
k at 6,5 


3 
1,45 
0,958 
0,566 


7 
1,75 
1,33 
0,955 


15 
2,06 
1,65 
1,30 


91 - 150 n 
k at 0,65 
k at 2,5 
k at 6,5 


3 
1,45 
0,958 
0,566 


10 
1,84 
1,41 
1,03 


20 
2,11 
1,69 
1,33 


151 - 280 n 
k at 0,65 
k at 2,5 
k at 6,5 


4 
1,45 
1,01 
0,617 


15 
1,91 
1,47 
1,09 


25 
2,14 
1,72 
1,35 


281 - 500 n 
k at 0,65 
k at 2,5 
k at 6,5 


5 
1,53 
1,07 
0,675 


20 
1,96 
1,51 
1,12 


35 
2,18 
1,76 
1,39 


501 – 1 200 n 
k at 0,65 
k at 2,5 
k at 6,5 


7 
1,62 
1,15 
0,755 


35 
2,03 
1,57 
1,18 


50 
2,22 
1,80 
1,42 


1 201 – 1 320 n 


k at 0,65 


k at 2,5 


k at 6,5 


10 


1,72 


1,23 


0,828 


50 


2,08 


1,61 


1,21 


75 


2,27 


1,84 


1,46 


1 321 - 10 000 n 


k at 0,65 


k at 2,5 


k at 6,5 


15 


1,79 


1,30 


0,886 


75 


2,12 


1,65 


1,24 


100 


2,29 


1,86 


1,48 


10 001 - 35 000 n 
k at 0,65 
k at 2,5 
k at 6,5 


20 
1,82 
1,33 
0,917 


100 
2,14 
1,67 
1,26 


150 
2,33 
1,89 
1,51 
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35 001 - 150 000 n 
k at 0,65 
k at 2,5 
k at 6,5 


25 
1,85 
1,35 
0,936 


150 
2,18 
1,70 
1,29 


200 
2,33 
1,89 
1,51 


150 001 -   
500 000 


n 
k at 0,65 
k at 2,5 
k at 6,5 


35 
1,89 
1,39 
0,969 


200 
2,18 
1,70 
1,29 


200 
2,33 
1,89 
1,51 


500 001 and over n 
k at 0,65 
k at 2,5 
k at 6,5 


50 
1,93 
1,42 
1,00 


200 
2,18 
1,70 
1,29 


200 
2,33 
1,89 
1,51 


 


4.3.2.2. Sampling plans by variables (s-method), AQL = 0,65 % (see table 15 and figures 9 & 10) 


Table 15: Probability of lot acceptance at AQL = 0,65 %, variable sampling plan (s-method) 


 


Defective rates in 
the lots 


Probability of lot acceptance 
Normal inspection plan 


 Letter-code D,  
AQL = 0,65%,  
n= 5, K =1,65 
 
P95 


23= 0,28% 
P 50 24= 6,34% 
P10


25 = 25,9% 


Letter-code E,  
AQL = 0,65%,  
n= 7, K =1,75 
 
P95 = 0,32% 
P 50 = 4,83% 
P10 = 18,6% 


Letter-code F,  
AQL = 0,65%,  
n= 10, K =1,84 
 
P95 = 0,36% 
P 50 = 3,77% 
P10 = 13,2% 


Letter-code G,  
AQL = 0,65%,  
n= 15, K =1,91 
 
P95 = 0,45% 
P 50 = 3,09% 
P10 = 9,4% 


0% 100% 100% 100% 100% 


1% 96% 96% 97,5% 98% 


2% 94% 94% 92,5% 95% 


3% 86% 86% 86% 86% 


4% 82% 82% 80% 78% 


5% 78% 76% 73% 70% 


6% 74% 70% 66% 62% 


7% 69% 66% 59% 54% 


8% 66% 60% 54% 46% 


9% 61% 56% 48% 39% 


10% 58% 52% 42% 34% 


15% 42% 34% 23% 14% 


20% 30% 21% 12% 5% 


25% 23% 13% 6% 1,5% 


30% 15% 8% 2% 0% 


                                                      
23 P95 = Rate of non-conforming items in lots accepted in 95% of cases 
24 P50 = Rate of non-conforming items in lots accepted in 50% of cases 
25 P10 = Rate of non-conforming items in lots accepted in 10% of cases 
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35% 10% 5% 1% 0% 


40% 6% 2% 0% 0% 


45% 4% 1% 0% 0% 


50% 2% 0% 0% 0% 


100% 0% 0% 0% 0% 


 


Table 15 (continued) 


Defective rates in 
the lots 


Probability of lot acceptance 
Normal inspection plan 


 Letter-code H,  
AQL = 0,65%,  
n= 20, K =1,96 
 
P95 


26= 0,49% 
P 50 27= 2,69% 
P10


28 = 7,46% 


Letter-codeIE,  
AQL = 0,65%,  
n= 25, K =1,96 
 
P95 = 0,56% 
P 50 = 2,53% 
P10 = 6,46% 


Letter-code J,  
AQL = 0,65%,  
n= 10, K =1,84 
 
P95 = 0,36% 
P 50 = 3,77% 
P10 = 13,2% 


Letter-code K,  
AQL = 0,65%,  
n= 50, K =2,08 
 
P95 = 0,64% 
P 50 = 1,94% 
P10 = 4,03% 


0% 100% 100% 100% 100% 


1% 84% 84% 84% 84% 


2% 63% 62% 56% 48% 


3% 44% 40% 32% 22% 


4% 32% 28% 19% 10% 


5% 24% 18%  4% 


6% 16% 12% 6%  


7% 12% 8% 3,5% 1% 


8% 8% 6% 2% 0,5% 


9% 6% 4% 1%  


10% 4% 2% 0% 0% 


15% 0% 0% 0% 0% 


 


                                                      
26 P95 = Rate of non-conforming items in lots accepted in 95% of cases 
27 P50 = Rate of non-conforming items in lots accepted in 50% of cases 
28 P10 = Rate of non-conforming items in lots accepted in 10% of cases 
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Figure 9: OC curve, variable sampling plan, s-method, AQL = 0,65 %, n = 5 to 15 


Figure 10: OC curve, variable sampling plan, s-method, AQL = 0,65 %, n = 20 to 50 
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4.3.2.3. Sampling plans by variables (s-method), AQL = 2,5% (see table 16, figures 11 and 12) 


Table 16: Probability of lot acceptance, variable sampling plans (s-method), AQL = 2,5 % 


Defective rates in 
the lots 


Probability of lot acceptance 


Normal inspection plan 


 Letter-code D,  
AQL = 2,5%,  
n= 5, K =1,24 
P95 = 1,38% 
P 50 = 12,47% 
P10 = 35% 


Letter-code E,  
AQL = 2,5%,  
n= 7, K =1,33 
P95 = 1,5% 
P 50 = 10,28% 
P10 = 27,4% 


Letter-code F,  
AQL = 2,5%,  
n= 10, K =1,41 
P95 = 1,61% 
P 50 = 8,62% 
P10 = 21,4% 


Letter-code G,  
AQL = 2,5%,  
n= 15, K =1,47 
P95 = 1,91% 
P 50 = 7,5% 
P10 = 16,8% 


0% 100% 100% 100% 100% 


1% 96% 96% 97,5% 99% 


2% 94% 94% 92,5% 95% 


3% 86% 86% 86% 86% 


4% 82% 82% 80% 78% 


5% 78% 76% 73% 70% 


6% 74% 70% 66% 62% 


7% 69% 66% 59% 54% 


8% 66% 60% 54% 46% 


9% 61% 56% 48% 39% 


10% 58% 52% 42% 34% 


15% 42% 34% 23% 14% 


20% 30% 21% 12% 5% 


25% 23% 13% 6% 1,5% 


30% 15% 8% 2% 0% 


40% 6% 2% 0% 0% 


45% 4% 1% 0% 0% 


50% 2% 0% 0% 0% 


60% 0,5% 0% 0% 0% 


 


Table 16 (continued) 


Defective rates in 
the lots 


Probability of lot acceptance 


Normal inspection plan 


 Letter-code H,  
AQL = 2,5%,  
n= 20, K =1,51 
P95 = 2,07% 
P 50 = 6,85% 
P10 = 14,2% 


Letter-code I,  
AQL = 2,5%,  
n= 25, K =1,53 
P95 = 2,23% 
P 50 = 6,54% 
P10 = 12,8% 


Letter-code J,  
AQL = 2,5%,  
n= 35, K =1,57 
P95 = 2,38% 
P 50 = 6 % 
P10 = 10,9% 


Letter-code K,  
AQL = 2,5%,  
n= 50, K =1,61 
P95 = 2,51% 
P 50 =5,48% 
P10 = 8,7% 


0% 100% 100% 100% 100% 


1% 99% 99% 99% 99% 
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2% 95% 94% 94% 98% 


3% 88% 88% 90% 90% 


4% 78% 78% 75% 75% 


5% 68% 66% 62% 58% 


6% 58% 56% 50% 40% 


7% 49% 44% 38% 28% 


8% 40% 36% 25,5% 18% 


9% 32% 28% 20% 11% 


10% 26% 22,5% 14% 8% 


12% 17% 12% 6% 2% 


13% 13% 10% 4% 1% 


14% 10% 7% 3% 0% 


15% 8% 5% 0% 0% 


20% 2% 1% 0% 0% 


25% 0% 0% 0% 0% 


 


 


Figure 11: OC curve, variable sampling plan, s-method, AQL = 2,5 %, n = 5 to 15 
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Figure 12: OC curve, variable sampling plan, s-method, AQL = 2,5 %, n = 20 to 50 


 


4.3.3 Recommended sampling plans by variables: σ-method 


4.3.3.1 General 


This document recommends the following simple sampling plans, a for covering frequent inspetion 
situations. They are extracted from the Standard ISO 3951, and are characterised by their AQL (AQL of 0,65 
% and 2,5 % covering the most frequent cases), the size n of items in the sample and K the acceptance 
constant. Each plan is accompanied by a table which gives the probability to accept the lots in function of the 
defective rate in these lots. For each AQL, a graph sums up the OC curves of the corresponding 
recommended plans. 


The OC curves have been built point-by-point from the following .equation : 
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where: 


uPA is the fractile of PA order of the centered reduced normal law, 


PA is the probability of accepting a lot having a defective rate of p 


U1-p is the fractile of 1-p order of the centered reduced normal law, 


p is the the defective rate accepted in the lot with the probability PA. 


Table 17 (from NMKL Procedure N° 12, reference 5 and ISO 3951) indicates, for a normal inspection by 
variables (σ-method), the correspondence which is preferable for a better consumer protection (see clause 
2.2.18) between the lot or batch size, the letter-code of the sample size, the sample size n and the acceptance 
constant K for given AQLs. 


TABLE 17. VARIABLE SAMPLING PLANS WITH KNOWN STANDARD DEVIATION  


  Inspection level 


Lot size (Number 
of items) 


 


AQLs (%) Reduced 
n/K 


Normal 
n/K 


Tightened 
n/K 


2 - 8 0,65 
2,5 
6,5 


2 / 1,36 
2 / 0,936 
3 / 0,573 


2 / 1,58 
2 / 1,09 
3 / 0,755 


2 / 1,81 
2 / 1,25 
2 / 0,936 


9 - 15 0,65 
2,5 
6,5 


 
----||---- 


 


 
----||---- 


2 / 1,81 
2 / 1,33 
3 / 1,01 


16 - 25 0,65 
2,5 
6,5 


 
----||---- 


 
----||---- 


2 / 1,81 
3 / 1,44 
4 / 1,11 


26 - 50 0,65 
2,5 
6,5 


 
----||---- 


 


2 / 1,58 
3 / 1,17 
3 / 0,825 


3 / 1,91 
4 / 1,53 
5 / 1,20 


51 - 90 0,65 
2,5 
6,5 


 
----||---- 


 


3 / 1,69 
4 / 1,28 
5 / 0,919 


5 / 2,05 
6 / 1,62 
8 / 1,28 


91 - 150 0,65 
2,5 
6,5 


 
----||---- 


4 / 1,80 
5 / 1,39 
6 / 0,991 


6 / 2,08 
8 / 1,68 
10 / 1,31 


151 - 280 0,65 
2,5 
6,5 


 
----||---- 


5 / 1,88 
7 / 1,45 
9 / 1,07 


8 / 2,13 
10 / 1,70 
13 / 1,34 


281 - 500 0,65 
2,5 
6,5 


2 / 1,42 
3 / 1,01 
4 / 0,641 


7 / 1,95 
9 / 1,49 
12 / 1,11 


10 / 2,16 
14 / 1,75 
18 / 1,38 


501 - 1 200 0,65 
2,5 
6,5 


3 / 1,69 
4 / 1,11 
5 / 0,728 


8 / 1,96 
11 / 1,51 
15 / 1,13 


14 / 2,21 
19 / 1,79 
25 / 1,42 


1 201 - 3 200 0,65 
2,5 
6,5 


4 / 1,69 
5 / 1,20 
7 / 0,797 


11 / 2,01 
15 / 1,56 
20 / 1,17 


21 / 2,27 
28 / 1,84 
36 / 1,46 


1 320 - 10 000 0,65 
2,5 
6,5 


6 / 1,78 
8 / 1,28 


11 / 0,877 


16 / 2,07 
22 / 1,61 
29 / 1,21 


27 / 2,29 
36 / 1,86 
48 / 1,48 


10 001 - 35 000 0,65 
2,5 
6,5 


7 / 1,80 
10 / 1,31 


14 / 0,906 


23 / 2,12 
32 / 1,65 
42 / 1,24 


40 / 2,33 
54 / 1,89 
70 / 1,51 
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35 001 - 150 000 0,65 
2,5 
6,5 


9 / 1,83 
13 / 1,34 


17 / 0,924 


30 / 2,14 
42 / 1,67 
55 / 1,26 


54 / 2,34 
71 / 1,89 
93 / 1,51 


150 001 -  
500 000 


0,65 
2,5 
6,5 


12 / 1,88 
18 / 1,38 


24 / 0,964 


44 / 2,17 
61 / 1,69 
82 / 1,29 


54 / 2,34 
71 / 1,89 
93 / 1,51 


500 001 and over 0,65 
2,5 
6,5 


17 / 1,93 
25 / 1,42 
33/ 0,995 


59 / 2,18 
81 / 1,70 
109 / 1,29 


54 / 2,34 
71 / 1,89 
93 / 1,51 


 


4.3.3.2 Sampling plans by variables (σ-method), AQL = 0,65 % (see table 18 and figures 13 and 14) 


 


Table 18: Probability of lot acceptance, variable sampling plans, σ-method, AQL = 0,65 % 


Defective rates in 
the lots 


Probability of lot acceptance 
Normal inspection plan 


 Letter-code E,  
AQL = 0,65%,  
n= 3, K =1,69 
P95 = 0,32% 
P 50 =4,55% 
P10 = 18,6% 


Letter-code F,  
AQL = 0,65%,  
n= 4, K =1,80 
P95 = .0,36% 
P 50 =3,6% 
P10 = 13,2% 


Letter-code G,  
AQL = 0,65%,  
n= 5, K =1,88 
P95 = 0,45% 
P 50 =3% 
P10 = 9,41% 


Letter-code H,  
AQL = 0,65%,  
n= 7, K =1,95 
P95 = .0,49% 
P 50 =2;56% 
P10 = 7,46% 


0% 100% 100% 100% 100% 


0,65% 91,5% 91,4% 91,2% 92,1% 


1% 86,5% 85,4% 84% 84,1% 


2% 73,5% 69,4% 65,1% 60,8% 


3% 62,9% 56,4% 50% 42,7% 


4% 54,2% 46,1% 38,6% 29,9% 


5% 46,9% 37,8% 29,9% 20,9% 


6% 40,7% 31,2% 23,3% 14,7% 


7% 35,5% 25,8% 18,3% 10,4% 


8% 31,1% 21,5% 14,4% 7,4% 


9% 27,3% 17,9% 11,4% 5,3% 


10% 24% 15% 9% 3,8% 


15% 12,9% 15% 2,9% 0,8% 


17 % 10% 4,5% 1,9% 0,4% 


20% 7,1% 2,8% 1% 0% 


25% 3,9% 1,2% 0,3% 0% 


30% 2,2% 0,5% 0% 0% 


35% 1,2% 0,2% 0% 0% 


40% 0,6% 0,1% 0% 0% 


45% 0,3% 0% 0% 0% 


50% 0,2% 0% 0% 0% 


60% 0% 0% 0% 0% 
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Table 18 (continued) 


Defective rates 
in the lots 


Probability of lot acceptance 


Normal inspection plan 


 Letter-code J, 
AQL = 0,65%,  


n= 11,  
K =2,01 


P95 = 0,36% 
P 50 =2,22% 


P10 = 5,1% 


Letter-code K, 
AQL = 0,65%, 


n= 16,  
K =2,07 


P95 = 0,64% 
P 50 =1,92% 


P10 = 4,03% 


Letter-code L, 
AQL = 0,65%,  


n= 23,  
K =2,12 


P95 = 0,7% 
P 50 =1,7% 


P10 = 3,24% 


Letter-code M, 
AQL = 0,65%,  


n= 30,  
K =2,14 


P95 = 0,74% 
P 50 =1,6% 


P10 = 2,88% 


Letter-code N, 
AQL = 0,65%,  


n= 44,  
K =2,17 


P95 = 0,77% 
P 50 =1,5% 


P10 = 2,36% 
0% 100% 100% 100% 100% 100% 


0,65% 94,2% 95,1% 95,6% 97% 98,1% 


1% 85,3% 84,7% 83,4% 84,6% 85% 


2% 55,8% 47,4% 37,8% 31,8% 22% 


3% 33,4% 22,5% 13% 7,8% 2,8% 


4% 19,5% 10% 4,1% 1,6% 0,3% 


5% 11,3% 4,5% 1,3% 0,3% 0% 


6% 6,5% 2% 0,4% 0,1% 0% 


7% 3,8% 0,9% 0,1% 0% 0% 


8% 2,2% 0,4% 0% 0% 0% 


9% 1,3% 0,2% 0% 0% 0% 


10% 0,8% 0,1% 0% 0% 0% 


15% 0,1% 0% 0% 0% 0% 


16% 0% 0% 0% 0% 0% 
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Figure 13: OC curve, variable sampling plan, σ-method, AQL = 0,65 %, n = 3 to 11 


Figure 14: OC curve, variable sampling plan, σ-method, AQL = 0,65 %, n = 16 to 44 
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4.3.3.3 Sampling plans by variables (σ-method), AQL = 2,5 % (see Table 19 and figures 15 & 16) 


Table 19: Probability of lot acceptance, variable sampling plans, σ-method, AQL = 2,5 % 


 


Defective rates 
in the lots 


Probability of lot acceptance 


Normal inspection plan 


 Letter-code D, 
AQL = 2,5%,  
n= 3,  
K =1,17 
P95 = 1,38% 
P 50 =12,1% 
P10 = 35% 


Letter-code E, 
AQL = 2,5%,  
n= 4,  
K =1,28 
P95 = 1,5% 
P 50 =10% 
P10 = 27,4% 


Letter-code F, 
AQL = 2,5%,  
n= 5,  
K =1,39 
P95 = 1,65% 
P 50 =8,23% 
P10 = 21,4% 


Letter-code G, 
AQL = 2,5%,  
n= 7,  
K =1,45 
P95 = 1,91% 
P 50 =7,35% 
P10 = 16,8% 


Letter-code H, 
AQL = 2,5%,  
n= 9,  
K =1,49 
P95 = 2,07% 
P 50 =6,81% 
P10 = 14,2% 


0% 100% 100% 100% 100% 100% 


1% 97,7% 98,2% 98,2% 99% 99,4% 


2% 73,5% 93,9% 93,1% 94,5% 95,5% 


3% 93,7% 88,5% 86,4% 87,3% 87,9% 


4% 84,3% 82,7% 79% 78,7% 78,3% 


5% 79,5% 76,7% 71,6% 69,7% 67,9% 


6% 74,7% 70,9% 64,4% 60,9% 57,7% 
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7% 70,2% 65,2% 57,6% 52,7% 48,3% 


8% 65,8% 59,9% 51,3% 45,3% 39,9% 


10% 57,7% 50% 40,4% 32,8% 26,6% 


15% 40,9% 31,3% 21,5% 13,7% 8,7% 


20% 28,5% 19% 10% 5,4% 2,6% 


25% 19,5% 11,3% 5,5% 2% 0,7% 


30% 13,2% 6,5% 2,6% 0,7% 0,2% 


35% 8,7% 3,7% 1,2% 0,2% 0% 


40% 5,6% 2% 0,6% 0,1% 0% 


45% 3,5% 1% 0,2% 0% 0% 


50% 2,1%% 0,5% 0,1% 0% 0% 


60% 0,7% 0,1% 0% 0% 0% 


65% 0,4% 0% 0% 0% 0% 


70% 0,2% 0% 0% 0% 0% 


75% 0,1% 0% 0% 0% 0% 


80% 0% 0% 0% 0% 0% 


 0% 0% 0% 0% 0% 
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Table 19 (continued) 


Defective rates 
in the lots 


Probability of lot acceptance 


Normal inspection plan 


 Letter-code I, 
AQL = 2,5%,  
n=11,  
K =1,51 
P95 = 2,23% 
P 50 =6,55% 
P10 = 12,8% 


Letter-code J, 
AQL = 2,5%,  
n= 15,  
K =1,56 
P95 = 2,38% 
P 50 =5,94% 
P10 = 10,8% 


Letter-code K, 
AQL = 2,5%,  
n= 22 
K =1,61 
P95 = 2,51% 
P 50 =5,37% 
P10 = 9,23% 


Letter-code L, 
AQL = 2,5%,  
n= 32  
K =1,65 
P95 = 2,62% 
P 50 =5% 
P10 = 7,82% 


Letter-code M, 
AQL = 2,5%,  
n= 42  
K =1,67 
P95 = 2,73% 
P 50 =4,75% 
P10 = 7,11% 


0% 100% 100% 100% 100% 100% 


1% 99,7% 99,9% 99,9% 99,9% 99,9% 


2% 96,4% 97,2% 98,1% 98,3% 99,4% 


3% 89,1% 89,3% 89,8% 90,4% 91,4% 


4% 78,8% 77% 74,5% 71,6% 69,9% 


5% 67,3% 62,9% 56,5% 50% 43,5% 


6% 55,9% 49,2% 39,8% 29,5% 22,8% 


7% 45% 37,2% 26,5% 16,2% 10% 


8% 36,4% 27,4% 16,8% 8,3% 4,3% 


9% 28,7% 19,8% 10,3% 4% 1,6% 


10% 22,4% 14% 6,2% 1,9% 0,6% 


11% 17,4% 10% 3,6% 0,8% 0,2% 


13% 10% 4,7% 1,2% 0,2% 0% 


15% 5,8% 2,1% 0,4% 0% 0% 


20% 1,3% 0,3% 0% 0% 0% 


25% 0,3% 0% 0% 0% 0% 


30% 0,1% 0% 0% 0% 0% 


31% 0% 0% 0% 0% 0% 
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Figure 15: OC curve, variable sampling plan, σ-method, AQL = 2,5 %, n = 3 to 9 


 


 


 


Figure 16: OC curve, variable sampling plan, σ-method, AQL = 2,5 %, n = 11 to 42 
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4.3.4 Rules and procedures of switching between inspection levels  


(see article 19 of  Standard ISO 3951) 


When it is necessary, the switching towards a tightened inspection, which may lead to the rejection of the 
controlled lots, is mandatory. Nevertheless, the switching toward a reduced inspection, when the mean 
quality of a process is stable, at a level inferior to the AQL, is optional, at the discretion of the responsible 
authority.  If there is sufficient proof, from the inspection tables, that the variability is in compliance with the 
statistical criteria, it can be envisaged to switch from the s method to the σ method, using the value of σ 
instead of s (see details in clause 2.2 and annex A of ISO 3951). 


The switching of inspection level will of course imply a change of sampling plan (sample size, acceptance 
number). 


The normal inspection is applied at the beginning of inspection (unless otherwise stated) and shall continue 
to be applied during inspection till a tightened inspection becomes necessary, or on the contrary, a reduced 
inspection becomes justified. 


A tightened inspection shall be performed when 2 lots submitted to the original normal inspection are not 
accepted over 5 successive lots. The tightened inspection can be left when 5 successive lots at the first 
inspection have been accepted at the tightened inspection; the normal inspection is then again performed. 


It is possible to introduce a reduced inspection when 10 successive lots have been accepted at the normal 
inspection, under the following conditions : 


a) these 10 lots would have been accepted if the AQL would have been fixed at the immediately 
inferior value to the one fixed by the plan (see Tables 2 and 3 of ISO 3951 : 1989); 


b) the production is under statistical control; 


c) the reduced inspection is considered as desirable by the users of the plans; 


It is mandatory to stop the reduced inspection and to re-introduce a normal inspection if one of the following 
conditions are archived on lots at first inspection: 


a) one lot is not accepted; 


b) the production is delayed or erratic; 


c) other conditions (change of supplier, of workers, of machines,…) imply the need to come back to a 
normal inspection. 


4.4 SINGLE SAMPLING PLANS FOR AVERAGE CONTROL 


4.4.1 Unknown standard deviation 


Such a control is performed by using a test which aims at ensuring that, on average, the content of the 
controlled characteristic is at least equal to either the quantity given of the label of the product, or the 
quantity fixed by the regulation or a code of practice (e.g. net weight, net volume,…). 


Description of the test 


n is the sample size, in number of items, used for the test 


 


is the sample mean of the n items in the sample 


 


 


 


is the standard deviation of the values of the items in the sample. 


 


n


x
x


n


i
i∑
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α is the significance level of the test, that is the probability of wrongly concluding that the mean content of 
the controlled chacteristic is less than the stated value when it is indeed greater than or equal to that value. 


tα is the value of the Student’s t-distribution, on n-1 degrees of freedom, corresponding to the significance 
level α29. 


M is the stated value for the mean of the lot. 


 


Table 20: Selected t-values of the Student’s distribution 


 


Number of Samples t-value 


(α = 5%) 


t-value 


(α = 0,5%) 


5 2,13 4,60 


10 1,83 3,25 


15 1,76 2,98 


20 1,73 2,86 


25 1,71 2,80 


30 1,70 2,76 


35 1,69 2,73 


40 1,68 2,71 


45 1,68 2,69 


50 1,68 2,68 


 


Decision Rules 


 


M is considered by the Codex specification as a minimum value for the mean 


Example: fat content of a whole milk 


The lot is accepted if: 


and rejected otherwise. 


Table 20 provides t-values of the Student’s distribution for some selected sample sizes and for α of 5 % and 
0,5 %.  


 


M is considered by the Codex specification as a maximum value for the mean 


Example: Sodium content of a diet rusk 


The lot is accepted if: 


                                                      
29 α is generally taken at 5%, or 0,5%. 


n
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Mx
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and rejected otherwise. 


 


M is considered by the Codex specification neither as a minimum value for the mean, neither as a maximum 
value for the mean 


Example: Vitamin C content in an infant formula 


The lot is accepted if 


and rejected otherwise. 


4.4.2 Known standard deviation  


Description of the test 


n is the sample size, in number of items, used for the test 


 


 


 


is the sample mean of the n items in the sample 


 


σ is the known standard deviation. 


α is the significance level of the test, that is the probability of wrongly concluding that the mean content of 
the controlled chacteristic is less than the stated value when it is indeed greater than or equal to that value. 


uα is the value of the standardardized Normal distribution, corresponding to the significance level α30 (u0,05  = 
1,645, u0,005 = 2,576). 


M is the stated value for the mean of the lot. 


 


Decision Rules 


M is considered by the Codex specification as a minimum value for the mean 


Example: fat content of a whole milk 


The lot is accepted if: 


and rejected otherwise. 


 


M is considered by the Codex specification as a maximum value for the mean 


Example: Sodium content of a diet rusk 


The lot is accepted if: 
                                                      
30 α is generally taken at 5%, or 0,5%. 
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and rejected otherwise. 


M is considered by the Codex specification neither as a minimum value for the mean, neither as a maximum 
value for the mean 


Example: Vitamin C content in an infant formula 


The lot is accepted if 


and rejected otherwise. 


SECTION 5. THE SELECTION OF SAMPLING PLANS FOR THE INSPECTION BY 
VARIABLES OF BULK MATERIALS:  KNOWN STANDARD DEVIATION 


(see ISO/FDIS  10725 and ISO 11 648-1) 


5.1 GENERAL 


Normally, the sampling plans described in Section 5.1 should only be applied to a continuous series of lots 
from a single source.  However, the plans described below may be utilised when data have been collected, 
describing the standard deviation of the quality characteristic, from isolated lots from a single source, over a 
prolonged period of time.  


This standard addresses the need for sampling plans, by variables, for situations where the estimation of the 
lot mean of a single quality characteristic is the principal factor in the determination of lot acceptability. The 
sampling plans in this standard address the situations where a normal distribution of the quality characteristic 
occurs.  However, users should not be too concerned about a deviation from normality, since the distribution 
of the sample grand average is usually very close to a normal distribution, unless the sample sizes are too 
small. 


The standard may be applied: 


• to a continuing series of lots  


• to lots in isolation (when the value of each standard deviation of the quality characteristic is 
considered to be known and stable; for example, where a lot in isolation with respect to the purchaser 
may be part of a continuing series of lots produced by the supplier) 


• when the specified quality characteristic χ is measurable on a continuous scale 


• when the quality characteristic is stable, and the standard deviation known 


• to a variety of bulk materials including liquids, solids (granular and powdered), emulsions and 
suspensions 


• when a single specification limit is specified (however, under special circumstances, the standard is 
applicable when double specification limits are specified) 


n
u


Mx
σα ×
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5.2 STANDARDISED SAMPLING PROCEDURES FOR THE INSPECTION OF INDIVIDUAL 
LOTS 


The procedures involved in each step may be summarised as follows: 


• Selection of a sampling plan 


The selection of a sampling plan involves the following steps, in particular for inspection of bulk 
material: 


° the establishment of standard deviations, costs, producer’s risk quality, consumer’s risk quality and 
discrimination distance (see definitions in 2.2.12) 


If both the composite sample standard deviation (SC) and the test sample standard deviation (ST) control 
charts have no ‘out of control’ points, and if no other evidence gives doubt about their stability, it can be 
deemed that all standard deviations are stable.  Methods for the confirmation and recalculation of 
standard deviations, including the utilisation of control charts, are provided in clause 12 of ISO/CD 
10725-2.3 


the specification of the acceptance value(s)  


Acceptance value 
When a lower specification limit is specified, the lower acceptance value is given by the equation:  


x L  = mA - 0.562D 


When an upper specification limit is specified, the upper acceptance value is given by the equation:  
x U  = mA + 0.562D 


 where mA is the producers’ risk  
 D is the discrimination distance. 


• Drawing of increments from the lot 


An appropriate sampling device should be used together with representative sampling to afford ni 
increments (i is the increment of rank i) 


• Preparation of one or more composite samples 


The n increments are pooled in order to produce nc composite samples (A recommended, economical 
procedure is the preparation of duplicate samples by combining all odd numbered increments, to produce 
the first composite sample; and all even numbered increments, to produce the second composite sample.) 


• Preparation of test samples 


nt test samples, of specified mass and particle size, are prepared from each composite sample, using 
appropriate crushing/grinding, sample division and mixing procedures. 


• Drawing of test portions for measurement 


nm  test portions, of specified mass, are drawn from each test sample 


• Measurement of specified quality characteristic of test portions 


A single measurement is performed on each test portion, to afford nc.nt.nm measurements per lot 


• Determination of lot acceptability 


The sample grand average ( x ) is calculated form the nc composite sample averages (which are 
calculated from the nT test sample averages which, themselves, are calculated from the nM measurement 
results) 


° When a single lower specification limit is specified: 
 Accept the lot if x ≥ x L 
 Reject the lot if x < x L 
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° When a single upper specification limit is specified: 
 Accept the lot if x ≤ x U 
 Reject the lot if x > x U 
° When double specification limits are specified: 
 Accept the lot if x L  ≤ x ≤ x U 


 Reject the lot if either, x < x L, or x > x U 
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a b s t r a c t


We assess current approaches to measurement uncertainty (MU) with respect to the complete ensemble
of sources affecting the measurement process, in particular the extent to which sampling errors as set out
in the Theory of Sampling (TOS) are appropriately considered in the GUM and EURACHEM/CITAC guides.
All pre-analysis sampling steps play an important, often dominant role in the total uncertainty budget,
thereby critically affecting the validity of MU estimates, but most of these contributions are not included
in the current MU framework. The TOS constitutes the only complete theoretical platform for dealing
appropriately with the entire pathway from field sample to test portion. We here propose a way to
reconcile the often strongly felt differences between MU and TOS. There is no need to debate terminology,
as both TOS and MU can be left with their current usages.
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1. Introduction


The purpose of sampling is to extract an amount of material
from a ‘lot’ (also termed the ‘sampling target’), which can be
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documented to be representative of the lot. It is evident that sam-
pling should be optimized before analysis, as it is always preced-
ing, and no longer has any interaction with the test portion when
this is analyzed. However, a non-representative sampling process
will always deliver an invalid aliquot for MU characterization. A
specific sampling process can either be representative (full defini-
tion below), or not; only the first results in representative samples,
the latter results in mass-reduced undefined lumps of material
without provenance (‘specimens’ in Theory of Sampling (TOS) par-
lance). Only analytical results pertaining to representative aliquots
reduce the measurement uncertainty of the full sampling-and-
analysis process to its minimum (based on an analytical process
in full control). Sampling process correctness (full definition be-
low) and representativity are therefore core elements of concern
to both the sampling process and for minimum measurement
uncertainty objectives in analysis.


The TOS has been established in the past 60 years as the only
theoretical framework that deals in full with sampling, the repre-
sentativity concept and all practical aspects involved in achieving
the required representative test portion. The full pathway ‘from-
lot-to-analytical-aliquot’ is complex, and, in some aspects, coun-
ter-intuitive due to the phenomenon of heterogeneity, and it is
subject to many types of uncertainty contributions not only con-
cerning analysis. GUM [1] and the EURACHEM/CITAC [2] guide fo-
cus on estimating the total measurement uncertainty (GUM and
the EURACHEM/CITAC guide are termed ‘MU’ in the following).
There is a subtle, but far from trivial, distinction in perspectives:
the TOS focuses on the conceptual and practical active steps
needed for minimizing all sampling contributions to MU, while
MU focuses on passive estimation of the total MU of the sam-
pling-plus-analysis process irrespective of its magnitude, as based
on the test portion. However, if the test portion is not representa-
tive [i.e. if all sampling error effects have not been reduced as
appropriate (full description below)], all MU estimates are compro-
mised in that they will always be structurally too low (and always
to an unknown degree). Both frameworks are in their nature
significantly complex but do not overlap if and when treated with
the conceptual clarity illustrated in Fig. 1.


This study points out the main discrepancies between TOS and
MU and presents reasons why there is a strong need for reconcili-
ation and how this can easily be achieved.


For readers not well versed in the TOS, a comprehensive intro-
duction can be found [3–11]. For further insight into MU, regarding
aspects not treated in this article, the reader is referred to GUM [1]
and the EURACHEM/CITAC guide [2].


Fig. 2 gives a structural overview of the line of argumentation
elaborated in the sections below. The starting point of every
measurement process is the primary lot, or the sampling target,
which is defined in the appropriate sections below. All lots are
characterized by significant material heterogeneity, a concept only
fully defined by the TOS, and here crucially sub-divided into consti-
tutional heterogeneity (CH) and distributional heterogeneity (DH).


The heterogeneity concept and its many manifestations are further
introduced in detail below.


The pathway, from sampling target to MU, and its implicit
estimate of the sampling-process-error effects (MUsampling) is
presented in the upper part of Fig. 2, and explained and argued
in Section 3. The TOS pathway is depicted in the lower part of
Fig. 2 and described in the following section. The concept of MU
related to analytical measurement (MUanalysis) is referred to in both
MU and TOS pathways, although termed ‘Total Analytical Error’
(TAE) in the TOS.


There is no need for worry about possible confusion stemming
from the different terminologies in these two approaches; this
state of affairs is unavoidable, since it evolved in two distinct
scientific communities with very little interaction (so far). By
analyzing the existing, crucial differences, we reach the conclusion
that a call for structured reconciliation is timely and mutually
beneficial, and that there is not much danger of a terminology
debacle, as both TOS and MU can be left with their current usages.


2. TOS pathway


2.1. Lot dimensionality


Following the pathway in Fig. 2 (from left to right) both termi-
nologies ‘lot’ (TOS) and ‘sampling target’ (MU) recognize that the
extracted material portion (the ‘primary sample’), which will
eventually be mass reduced to the analytical aliquot, must be rep-
resentative of the lot. The lot refers to the physical and geometrical
aspect of the sampling target (e.g., material on the conveyer belt, or
in stockpiles, shiploads, or natural systems).


In the TOS, lot dimensionality is characterized by specifying the
operative number of dimensions to be ‘covered’ during the sam-
pling process, defining one-, two- and three-dimensional (1-D, 2-
D and 3-D) lots and the special case of a zero-dimensional (0-D)
lot, reflecting the effective number of dimensions involved in the
sampling process. (A 0-D lot refers to a lot that can be effectively,
mixed, moved and sampled throughout with complete correctness
(see below). Usually, these are comparatively small lots, which can
easily be manipulated). The concept of lot dimensionality becomes
clear, e.g., when considering an elongated material stream, as is the
case for material on conveyer belts.


According to the MU definition, this sampling target should be
termed 1-D, since one dimension of the physical geometrical
aspect dominates, while, according to the TOS, it is essential to
consider the applied sampling method as interacting with an effec-
tive number of dimensions during the sampling process. Employ-
ing grab sampling (full definition below) on such an elongated
material stream, a widely-applied, but fundamentally-flawed,
extraction method, would make this lot effectively 3-D (and not
1-D), since singular grab samples are most likely only taken from
the top surface part of the moving material flux, so far from
covering both the transverse lot dimensions fully (i.e. width and
thickness). By contrast, a cross-stream cutter (a sampling device
especially designed for elongated material fluxes) would cover
the entire depth and width of the stream, thereby fully reducing
the sampling lot to one dimension (i.e. the longitudinal dimension
of the material stream).


According to the TOS, 1-D lots present the optimal sampling
situation, preferring that 2-D and 3-D lots (e.g., industrial, geolog-
ical or environmental strata, stacks, stockpiles, silos) should, where
possible, be transformed to comply with a 1-D sampling situation
[3,10]. In practice, this is often possible by locating another situa-
tion where the lot already is in transport.


Lot-dimensionality transformation constitutes one of the
governing principles (GPs) of the TOS, described further below
(Table 1). The reason for being this specific about lot dimensional-


Fig. 1. Non-overlapping, interconnected disciplines: Theory of Sampling (TOS)
versus Measurement Uncertainty (MU). The responsibility of the TOS is to deliver a
representative analytical aliquot (arrow) for analysis with documentable minimum
total sampling errors (TSEs) because of competent command of the entire lot-to-
aliquot sampling process, while all errors characterizing the analytical processes
(TAE) are validated by a comprehensive MUanalysis estimation. Both disciplines are
needed; indeed, they complement one another completely.
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ity is the inherent (complex) heterogeneity of all naturally-occur-
ring materials, which makes sampling far from a trivial materials
handling issue. Proper understanding of the heterogeneity phe-
nomenon, its influence on the sampling correctness and, most
importantly, how heterogeneity can be counteracted in the sam-
pling process require a certain level of knowledge. There is a need
to be competent with respect to the TOS.


2.2. Heterogeneity


Below we present a sufficient minimum of the TOS tenets to
allow full understanding and appreciation of deficiencies inherent
in the current MU approaches. Before defining these concepts the-
oretically, Figs. 3 and 4 illustrate typical manifestations of the phe-
nomenon of heterogeneity, which in practice has infinitely many
manifestations.


For well-mixed materials {e.g., Fig. 4 [B], which are of identical
composition to [A], or materials which apparently are ‘homoge-
nous’ to the naked eye [D]}, notions of simple sampling of homog-
enous materials have often been thought of as lending support to
the statistical assumption of systematic, random variability com-
ponents. (Powders will nearly always appear visually homogenous
because of light-scattering effects, but the chemical composition of
the individual particles may still span the complete range from
identical to extremely different composition). But, homogenous
materials comprise a minor proportion of materials with special


characteristics only, which can never justify generalization to all
types of significantly heterogeneous materials. This is a critical
issue underlying much of the following.


The theoretical analysis of the TOS of the phenomenon of
heterogeneity leads to the recognition that the total material
heterogeneity in a lot must be distinguished as two components
[i.e. the constitutional heterogeneity (CH) and the distributional
heterogeneity (DH), respectively], which are conceptually and
mathematically defined in full only in the TOS.


CH describes the heterogeneity depending on the chemical and/
or physical differences between individual ‘‘constituent units’’ in
the lot (e.g., particles, grains, or kernels), which are generically
termed ‘‘fragments’’ in a subtle, ingenious coverage also of the sit-
uation in which the sampling procedure accidentally or unavoid-
ably fragments original particles. Note that each fragment
(particle) can exhibit any analyte concentration in the range
0–100%. When a lot (L) is sampled, CHL manifests itself in the form
of a Fundamental Sampling Error (FSE) effect. CHL increases when
the compositional difference between fragments increases; CHL


can only be reduced by comminution (typically crushing). There
will always be an influence from FSE in any sampling process; it
can never be eliminated completely.


DHL, the distributional heterogeneity complement, reflects the
irregular spatial distribution of the analyte at scales between the
entire lot and the sampling-tool volume (size of the increment,
the correctly delineated and materialized unit of the lot. Incremen-
tal sampling implies that several increments are destined to
become part of an aggregated composite sample. Sub-sampling is
the opposite, divisive process, in which a sample is mass-reduced.
It is crucial that this takes place in a representative fashion (SUO 10
in Table 1). DHL is caused by the inherent tendency of particles to
cluster and segregate locally (grouping) and more pervasively
throughout the lot (segregation), or any combination thereof in a
bewildering array of practical manifestations (e.g., Figs. 3 and 4).
When sampling lots have a significant DHL, there is a totally as-
sured chance of non-representativity, when sampling is based on
single-increment procedures (grab sampling). In the framework
of the TOS, this is viewed as reflecting a specific Grouping and Seg-
regation Error (GSE) in addition to FSE. DHL can be counteracted by
the process of mixing and/or by suitably-deployed, problem-
dependent composite sampling with a sampling tool allowing a
high number of increments [3,7,10,11,13]. Mixing is a very effective


Fig. 2. Structural overview of similarities and differences between the TOS and MU pathways from lot to MUtotal (MUsampling and MUanalysis). Fig. 2 also depicts the structure of
the discourse in this article. If the effects caused by the inconstant sampling bias have not been properly dealt with, the ultimate MUtotal cannot be termed representative, nor
will it necessarily be fit-for-purpose (FFP). (FFP is defined in [12]: ‘‘The property of data produced by a measurement process that enables a user of the data to make
technically correct decisions for a stated purpose’’. It is evident that all sampling MU contributions logically must be included in the concept ’measurement process’, so that
the FFP criterion also critically depends on valid sampling-error treatment).


Table 1
Axiomatic TOS synopsis – Six Governing Principles (GP1–6) and four Sampling Unit
Operations (SUO 7–10)


1. GP Fundamental Sampling Principle (FSP)
2. GP Sampling Scale Invariance (SSI)
3. GP Principle of Sampling Correctness (bias-free sampling) (PSC)
4. GP Principle of Sampling Simplicity (primary sampling + mass


reduction) (PSS)
5. GP Lot Dimensionality Transformation (LDT)
6. GP Lot Heterogeneity Characterization (0-D, 1-D) (LHC)


7. SUO Composite Sampling
8. SUO Mixing/blending
9. SUO Comminution (crushing)
10. SUO Representative Mass Reduction (representative sub-sampling)
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agent for reducing the spatial heterogeneity, but it is usually only
applicable after the primary sampling stage (i.e. in the laboratory);
it is very rarely possible to carry out forceful mixing of an entire


primary lot. Lots come in all forms, shapes and sizes spanning the
gamut of at least 8–10 orders of magnitude (m/m) (i.e. from
lg-aliquot precursors to MT industrial or natural-systems lots).


Fig. 3. Heterogeneity has infinitely many manifestations (selected examples shown here only). Material/lot heterogeneity can be structured (e.g., as in a pegmatite intrusion
(dike) [A] or in glacial till (soil) [E], invisible to the naked eye (i.e. ‘uniform materials’) at many scales (e.g., wine grapes [B] or lightweight expanded clay pellets (‘LECA’) [D]),
or the state of heterogeneity can be hidden from observation (see also Fig. 4), as in the proverbial ‘big bag’ case [F] and [C], which shows a process analytical technology (PAT)
probe insertion in a pipeline (process sampling).


Fig. 4. Highly segregated heterogeneity (e.g., layering [A]) cannot be expected to follow any known statistical distribution, nor can the physical grain-size distribution shown
in [C] (in which all grains with diameters above the average have been dyed blue, while all spherules with diameters below average remain white). [C] shows a strongly
heterogeneous spatial distribution, which is purely physical, since all spherules are of identical composition. Even with this simplification, it is obvious that the statistical
notion of modeling every heterogeneity manifestation within the concepts of systematic and random variability is too simple to cover the almost infinite variations of lot/
material heterogeneity. In addition, overwhelmingly many lots most certainly do not consist of units (grains, particles, or other) of identical composition.
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It is essential to understand, to acknowledge, and to act appro-
priately upon DHL not being a permanent, fixed property of the lot.
GSE effects cannot be reliably estimated, as the spatial heterogene-
ity is erratic in both space and time. In practice, DHL is a transitory
characteristic, because lots are, e.g., manipulated, transported, on-
loaded and off-loaded. DHL can be changed intentionally (reduced)
by forceful mixing, but it can also be altered unintentionally (e.g.,
by materials handling or other agitations). It is one of the essential
insights of the TOS that it is futile (even) to try to estimate a
particular DHL under an assumption of constancy. Instead, the
TOS focuses on the necessary practical counteracting measures
that will reduce GSE as much as possible (the goal is full elimina-
tion wherever possible) as an integral part of the sampling and
sub-sampling process (but only in favorable instances will it be
possible to eliminate GSE effects completely). It is thus more an
act of faith that the notion of systematic versus random variability
within populations (consisting of ‘units’ that are identical except
with respect to the value of the measurand) can model all aspects
of heterogeneous materials. Most of the materials in Figs. 3 and 4
demonstrably do not make up populations of identical units – in-
stead the DHL irregularity is overwhelming. Physical heterogeneity,
especially spatial heterogeneity, is simply too irregular and erratic
to be straightjacketed in this traditional statistical fashion. This is-
sue was recently also debated in a more theoretical, scholarly ex-
posé by Pitard and Francois-Bongarcon [14].


2.3. The sampling process


Perhaps paradoxically at first encounter, the TOS focus is not
with ‘the sample’ but exclusively with the sampling process that
produces the sample. Without specific qualification of the sampling
process, it is not possible to determine whether or not a particular
sample is representative. Loosely speaking of ‘representative sam-
ples’ without fully describing, fully understanding and fully docu-
menting the lot provenance and the sampling process is but an
exercise in futility (this includes massive confusions, such as ‘more
representative’, or ‘less representative’). Only a sampling process
designed according to the rules of sampling correctness can
produce representative samples. There is thus no declination of this
attribute, a sampling process is representative or it is not
representative.


The primary requirement in this context is sampling correct-
ness, which means elimination of all bias-generating errors
[termed ‘incorrect sampling errors’ (ISEs), see Fig. 2]. After this
requirement has been achieved (by a correct sampling process),
the main thrust in the TOS is to ensure an equal likelihood for all
increments of the lot to be selected, without which all prospects
for representativity are lost. This demand is known as the ‘Funda-
mental Sampling Principle’ (FSP).


According to the TOS, a sampling process is representative only
when it is both accurate and precise [3]. A sampling process can be
rated as accurate only if the average sampling error (me) [i.e. the
difference between the analytical sample grade (aS) and the aver-
age lot grade (aL)] equals zero or results in a pre-determined,
acceptably low value. (the TOS term ‘analytical grade’ is synony-
mous with ‘measurand’ in MU). Strictly within the TOS, the concept
of ‘‘true (average) lot concentration’’ can still be used, although MU
proponents will object since in MU both this term and ‘‘error’’ have
been abolished. It is not the task of this article to resolve all theo-
retical, conceptual and terminological disagreements between the
TOS and MU. (Below, we demonstrate how both TOS and MU can
keep their respective terminologies amicably without adverse ef-
fects). Random effects (imprecision), caused by the FSE and the
GSE [collectively termed the ‘Correct Sampling Error’ (CSE)], should
subsequently be reduced as far as possible. A sampling process is
only precise if the variance of the sampling error (e) is below a


predetermined, low threshold value. (The relative sampling error
is defined as e = (aS–aL)/aL, where aL is the analytical grade of the
lot and aS the analytical grade of the sample. Sampling errors,
and the notion of the ‘true lot grade’, aL, play an essential role in
theoretical developments of the TOS, from which all practical
sampling procedures, among others, are derived, but they are not
intended to be measured or estimated).


The relation between bias-generating errors, ISEs and CSEs, is
depicted in Fig. 5, which sums up all elements recognized as poten-
tial contributors to the ‘Total Sampling Error’ (TSE). The term CSE
signifies that these errors remain even when the sampling process
is structurally correct, while the ISEs, if not eliminated, always
cause a significant sampling bias. The effect from lingering ISEs
can never be reliably estimated, as they will vary in magnitude
for each re-estimation (such is the nature of material heterogene-
ity), causing the sampling bias to be inconstant. The sampling bias
can consequently not be subjected to a conventional statistical
correction for systematic effects (bias correction).


The TOS has analyzed the concept of heterogeneity in full, espe-
cially its manifestation in the sampling bias – and, by fully
acknowledging these objective characteristics of all lots in science,
technology and industry, the TOS reaches the conclusion that the
ISEs must be eliminated and, for that, it describes all necessary
countermeasures (see Fig. 2). There is therefore a logical demand
in the TOS that all sampling processes must contain an active ele-
ment of TSE reduction, preferably complete elimination, regarding
ISE. This issue constitutes the primary conceptual discrepancy be-
tween TOS and MU.


2.4. Sampling errors – and their effects


The term ‘error’ in the TOS denotes a specific source that gener-
ates, or contributes to, the total MU. An important duality: while it
is qualitatively essential to understand the origin and the circum-
stances influencing the source of specific sampling errors, it is only
their manifestations (i.e. variances, or standard deviations) that
can be estimated quantitatively.


The ISEs are three-fold: ‘Increment Delimitation Error’ (IDE),
‘Increment Extraction Error’ (IEE) and ‘Increment Preparation Error’
(IPE).


IDE relates to variations of the geometrical outline of the
physically to-be-extracted increments, which can be avoided by
stringently identical delineation of each increment.


IEE manifests itself, e.g., when particles that belong to the delin-
eated increment do not end up here. This principle is also referred
to as the ‘‘center-of-gravity rule’’, which states that particles with
their center of gravity inside the delineated increment when
intersected by the sample cutter edge(s) must end up in the final
sample [3,10]. This requires that: no particles can bounce off
adversely from the sampling-tool edges; no fine particles can be
blown away or left behind before extraction; and, that particles
outside the delineated increment should not be able to end up in
the final sample (in order to avoid contamination).


IPE occurs when increments/samples are altered after extrac-
tion (which they should never be able to). In order to avoid effects,
such as contamination, moisture absorption, evaporation, misi-
dentification, loss of material or even fraud and sabotage, all sam-
ples require the utmost care in handling, correct sealing and
storage. IPE is one sampling error, which can be completely con-
trolled, but it critically depends upon strict, professional quality
assurance/control of all processes, instrumentation and personal
competence.


The TOS deliberately introduces the ISEs in order to signify that
these errors, if not eliminated, always cause a significant sampling
bias and are therefore the source of unpredictable, high sampling
uncertainty.
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Fig. 5. Relationships of the five basic TOS sampling errors in stationary lot sampling. The incorrect sampling error effects originate because of faulty, ill-informed or wrongly-performed sampling processes. The correct sampling
error effects originate because of interaction between the sampling processes with significantly heterogeneous materials – irrespective of whether or not the incorrect error effects have been properly eliminated. (Illustration
source: [15], modified from [8]).
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We do not deal in this article with the ‘Increment Weighting
Error’ (IWE) and ‘Point Selection Error’ (PSE, which only affects pro-
cess sampling) – two further bias-generating errors, which are not
included in Fig. 5 – since established methods exist to eliminate
the effects arising from these errors. This omission has no effect
on the stated general objective of the present assessment. For com-
pletion, the PSE is important in any sampling target that cannot be
treated as a 0-D lot, and not only in 1-D targets. The subject of 1-D
sampling, process sampling, is dealt with fully in the dedicated TOS
literature and there are introductions [3,5,10,16].


The TAE is identical to the total MUanalysis (see Section 3). TAE
and TSE sum up to the ‘Global Estimation Error’ (GEE).


2.5. Sampling in practice


A recent unified approach for valid estimation of the GEE in the
form of a new international standard, termed ‘DS 3077 Representa-
tive Sampling – HORIZONTAL standard’ [17], introduces the coeffi-
cient of variation (CV) as a measure of the effective total sampling
variance, here called Relative Sampling Variability (RSV). For 1-D
lots [i.e. sampling situations for which one dimension in time or
space dominates compared to the other two dimensions of moving
streams (width and thickness)], the variogram is a very useful tool
to detect and to characterize process variations as a function of
scale (i.e. distance between sampling units with different spacing,
lags). For both process lots and equivalent stationary 1-D lots, the
variogram expresses the 1-D heterogeneity along the effective
singular dimension (see TOS literature and DS-3077 for details).


2.6. TOS summary


The systematic framework in the TOS of principles and opera-
tions for representative sampling enables us to evaluate the repre-
sentativity of all types of sampling methods and equipment.
Table 1 presents for the first time a complete axiomatic overview
of the TOS in the form of six GPs and four sampling-unit operations
(SUOs) (where no confusion can arise, these are sometimes also
collectively referred to as the 10 SUOs of the TOS). The first six
constitute GPs for designing and performing sampling processes,
or modifying existing ones, while the last four constitute the only
four practical procedures available for sampling purposes.


The TOS is comprehensive and complete, in the way that these
10 SUOs summarize all principles and practical procedures needed
to ensure a correct (bias-free) and variance-reduced sampling
along the complete lot-to-aliquot pathway, including all sample
handling, mass reduction and sample-preparation steps in the ana-
lytical laboratory. More theoretical background to each SUO can be
found in the TOS literature. First, it can only be rated representative
when a given sampling procedure is correct (unbiased), and GSE
and FSE have subsequently been minimized in order for the sam-
pling procedure also to be sufficiently precise, as depicted in the
TOS pathway in Fig. 2. Only on this basis can an uncompromised
MUsampling + analysis estimate finally be assigned (Section 4).


3. MU pathway


The MU approach is discussed below following the pathway
indicated in Fig. 2 (upper part). Deficiencies in GUM and the EURA-
CHEM guide are pointed out. The main conceptual differences be-
tween MU and TOS are highlighted in explanations 1–7 at the end
of this article. The EURACHEM guide receives special focus since
users need methods for estimating the MU of the entire process
from sampling, mass reduction and sample preparation (TOS) to
the analytical measurement process (MUanalysis).


All sampling targets are very nearly always characterized by
significant heterogeneity (i.e. deviating from the ideal homogene-
ity, which is defined in the EURACHEM guide [2] as ‘‘the degree
to which a property or constituent is uniformly distributed
throughout a quantity of material’’). This definition is not compre-
hensive enough to deal with the many varieties and manifestations
of heterogeneity, and far from concise enough to function as a
guide for the user who wants not just to estimate the total MU
(MUsampling + analysis), but who also wants to reduce MUtotal as much
as possible (i.e. who wants the most realistic MUtotal estimate).


The process of experimentally obtaining quantity values for a
measurand is defined as ‘measurement’, requiring specified proce-
dures and conditions. The MU ‘‘includes components arising from
systematic effects, such as components associated with corrections
[. . .], as well as the definitional uncertainty’’ [23,24]. [Sampling
effects are not included in these systematic effects in MU (and
there is no equivalent in sampling to the constant, systematic ana-
lytical bias), see also Explanation 4 below]. The concept of defini-
tional uncertainty, signifying the ‘‘component of measurement
uncertainty resulting from the finite amount of detail in the defini-
tion of a measurand’’, is termed ‘intrinsic uncertainty’ in the ISO/
IEC Guide 98-3:2008 [25]; this is the minimum uncertainty practi-
cally achievable in any measurement of a given measurand. GUM
does not explicitly state procedures for estimating the definitional
uncertainty. There is no analogue to such a concept in the TOS
realm, which instead painstakingly analyses all error types and
their effects in full, as laid out in detail below.


EURACHEM points out eight main sources that effect MU, of
which the first two refer to sampling and sample preparation
[26,27], stating that sampling uncertainty can be affected by heter-
ogeneity, sampling strategy (e.g., systematic, random, or stratified
random), physical state of material, effects of movement of bulk
medium, temperature and pressure effects, effects of the sampling
process on material composition, and transportation and preserva-
tion of samples. The uncertainty at the sample-preparation stage
can be affected by physical factors, such as drying, milling,
dissolution, extraction, loss of analyte, loss of fine particles or con-
tamination [2,26,27]. In listing all such factors that can affect MU
estimates, there is very little difference between TOS and MU,
but a marked difference emerges regarding what to do about the
first two factors.


Notable ‘gross errors’, such as involuntary mistakes (e.g., lack of
knowledge, spillage, contamination, mixing of sample numbers), or
deliberate faults are specifically excluded from these uncertainty
estimates [2]. Many of this type of ‘‘mistake’’ should rather be
understood as, and termed, ‘errors’ in analytical practice, as indeed
they are in the TOS, where some are included in the IPEs and others
make up parts of the ISEs (see discussion in Explanation 3).


For estimating the MU caused by sampling, the EURACHEM
guide introduces two approaches – i) empirical and ii) modelling.
These approaches can also be used in combination, if desired.
The empirical method, also termed the ‘top-down’ approach, quan-
tifies uncertainty by determining the effects caused by ‘‘factors
such as the heterogeneity of the analyte in the sampling target
and variations in the application of one or more sampling
protocols’’ using ‘‘repeated sampling and analysis, under various
conditions’’ [2]. The key MU focus remains to achieve a reliable
estimate of the overall uncertainty focusing on reproducible
estimates as acceptance criterion. This does not necessarily require
knowledge about all individual uncertainty sources, since the MU
approach focuses on the principal subdivision into random and
systematic effects by the sampling or the analytical process, which,
in MU, is manifested as sampling and analytical precision (random
effects) as well as sampling and analytical bias (systematic effects).


The latter postulate of the analytical bias and an alleged
analogous sampling bias constitutes the singular theoretically
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(and practically) most important difference between TOS and MU,
as outlined fully below, which cannot be overemphasized.


Random analytical effects are normally estimated by ‘duplicate
measurements’, using conventional, effective statistical
approaches; here, MU and TOS are in full agreement. Within MU,
the analytical bias is to be estimated based on comparisons based
on certified reference materials (CRMs, see Explanation 5). How-
ever, the situation may, or may not, be different when it is realized
that the only relevant definition and configuration of ‘duplicate
measurements’ must be realized by full ‘duplicate sampling’ from
the primary sampling stage (always including the first sampling
stage). This understanding forms the basis for the elaborate
‘replication experiment’ imperatives laid out in the new standard,
DS 3077 Representative Sampling – HORIZONTAL standard [17].
Logically, any deviation from this demand [i.e. starting duplication
(or replication) at any later stage than the primary sampling stage]
is a breach of due diligence [17].


For estimating the sampling bias, the EURACHEM guide
suggests the use of a reference sampling target (RST) as ‘‘an
equivalent to reference material(s)’’ to estimate the bias, or alter-
natively to compile measurement results from ‘‘inter-organiza-
tional sampling comparison trials’’ (see Explanations 4 and 6).


Depending on which type of method is used (duplicates versus
protocols: CTS versus SPT – EURACHEM [2], section 9.4), such an
empirical approach allows four different experimental set-ups
with which to estimate the total MU:


(1) sampling plus analytical precision (duplicates);
(2) sampling precision plus bias in-between different protocols,


as well as analytical precision (protocols);
(3) sampling precision plus bias in-between different samplers,


as well as analytical precision and bias (CTS); and,
(4) sampling precision plus bias in-between samplers and


protocols, as well as analytical precision and bias (SPT).


These experimental plans are all analyzed by ANOVA. Below fol-
lows our critique of the notion of RST, which clashes with a full
understanding of heterogeneity following the TOS. If the RST
concept cannot stand up in its alleged role as a direct analogue
(regarding sampling) to CRM (regarding analysis), EURACHEM
options iii) and iv) are compromised.


The above assessment points out that the more complex
EURACHEM experimental scenarios are not based on a fully com-
prehensive heterogeneity concept in relation to the many mani-
festations met with in science, technology and industry. They
are specifically unable to cover the full range of challenges in
sampling all types of heterogeneous materials and lots under
the limited specifications offered. The key issue in the present
critique concerns the lack of inclusion of the effect of ISEs, with-
out which there can only result unnecessarily inflated MU esti-
mates. Such MU estimates can therefore never be considered
valid (or even fit-for-purpose if ISE effects remain in the defini-
tion of FFP).


We here advocate a much simpler, direct approach: the replica-
tion experiment (stationary lots) or variographic characterization
(1-D lots), each of which works directly on the lot to be sampled
and each of which captures the combined effect from the specific
sampling procedure/material heterogeneity interaction without
any of the excessive RST complications demonstrated above, see
DS 3077 [17]. It is imperative to understand that each individual
sampling procedure interacts with the same heterogeneous lot as
all other alternative procedures and that each specific combination
will produce different sampling-variability estimates and thus a
different MUsampling – and hence a different MUtotal.


The EURACHEM guide refers, correctly, to variography for
estimation of the combined MU from analysis and sampling in


the case of process sampling and process monitoring, in full
agreement with the TOS (see Explanation 7).


Composite sampling is a fundamental issue on which TOS and
MU agree substantially. In order to ‘cover’ lot heterogeneity appro-
priately, the logical approach is clearly by the use of composite
sampling [i.e. by deploying an optimized number, Q, of correctly
sampled increments covering the entire spatial geometry (volume)
of the lot as well as possible within a set of given conditions]; it is
manifestly not enough to specify only the number of increments to
be used without this spatial coverage imperative. Note, however,
that only the TOS enables the sampling operator to establish cor-
rectness (un-biasedness), which is absolutely not an automatic
attribute of any sampling equipment or procedure by itself (design,
operation and maintenance of procedures and equipment must be
so that ISE effects are eliminated – not a trivial task, but a
necessary task nevertheless). These conditions are often not fully
understood. The TOS is the only framework that furnishes ways
and means with which to optimize Q in relation to the empirical
heterogeneity met with, either via replicate experiments or by
variographics {see, e.g., DS-3077 [17] and references therein}.


4. TOS – the missing link: a call for integration


The above evaluation of GUM and the EURACHEM guide shows
that MU is not fully comprehensive, and is not a universal, guaran-
teed approach to estimate an uncompromised total MU from sam-
pling. Sixty years of theoretical development and application of
TOS practice has shown that sampling, sample handling and sam-
ple-preparation processes are associated with significantly larger
uncertainty components than analysis (measurement) itself, multi-
plying MUanalysis typically many times over: in the range 10–
50 � TAE, obviously very much dependent upon the specific lot
heterogeneity in question.


While GUM focuses on MUanalytical only, the EURACHEM guide
does point out some of the potential sampling-uncertainty sources,
but then leaves samplers incomplete and without the necessary
means to take appropriate actions regarding sampling errors (some
recognized, others neglected in MU, see below). The present cri-
tique has indicated that only the TOS specifies which types of er-
rors can, and should, be eliminated (ISE) and which cannot be
eliminated, but should instead be minimized (CSE), and, crucially,
how. It is manifestly impossible to acquire sufficient conceptual
understanding (CH/DH) and practical sampling competence with
respect to these critical success factors for representative sampling
from the MU literature in its present form. In the conceptual
framework of MU, ISEs of the TOS are non-existent, and the GSE
is only considered to an incomplete extent, leaving the TAE and
the FSE as de facto the only main sources of MU.


Furthermore, in EURACHEM’s four empirical approaches to MU,
the scope of the MU estimate depends on the method applied. Only
the sampling proficiency test (SPT) approach considers analytical
precision and bias, and sampling precision and bias, albeit in
abridged form only. Otherwise, the sampling bias is considered to
only a severely limited extent. It is tacitly assumed, but incorrectly
so, that a sampling bias can be likened to a systematic effect in the
standard statistical understanding. However, the physical nature of
the sampling bias is most emphatically not of this simplistic nature
– the main feature of the sampling bias is its very violation of con-
stancy. For these reasons, the only scientifically acceptable way to
deal with any and all sampling bias is to eliminate it.


This, then, is where the major distinction between TOS and MU
becomes clear: the TOS notion that a sampling bias is a reflection
of the ISE effects interacting with a specific heterogeneity versus
MU’s notion of a statistical bias resulting from systematic effects
attributable only to in-between protocols (SPT) and/or in-between
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samplers (CTS). Since the empirical MU approach is a top-down ap-
proach, dependent upon the assumed framework of random and
constant systematic effects, the individual uncertainty sources, such
as GSE and ISE, are not subject to separate identification, concern, or
estimation, or to the appropriate action (elimination or reduction).


The different realms of MU versus TOS are in serious need of
clarification and reconciliation. The issue is not helped by the dif-
ferent scopes of GUM and the EURACHEM guide. However, these
issues, while complex, can be distinguished naturally, and fully
comprehended, following the TOS domain and terminology in the
following simple framework:


(1) GUM: MU considers (only) TAE
(2) EURACHEM – empirical approach (SPT): MU considers (only)


TAE + FSE + GSE
(3) EURACHEM – modelling approach: MU considers (only)


TAE + FSE


GUM focuses overtly on uncertainties related to analytical mea-
surement (i.e. weighing, preparation, dilution, filtration, handling
and similar issues for reference materials), disregarding key ele-
ments governing all prior sampling and laboratory sub-sampling,
among other issues, and their uncertainty contributions. The scope
in the EURACHEM guide varies depending on the applied approach.
The empirical approach, based on repeated sampling and analysis,
includes FSE and GSE, since both of these will always be reflected
in repeated sampling and analysis. {A subtle point here is that,
whenever ‘‘re-sampling’’ is involved, it must always be replicated
from the primary stage (see e.g., [17] and also further below). This
is a critical criterion, in order for the final augmented MU estimate
to be comprehensive and valid}. However, even the most compre-
hensive MU approaches focus only on the bias originating between
sampling protocols (SPT) or the bias caused by different personnel
performing the sampling (collaborative trial in sampling).


On this basis, it is clear that none of the stated MU approaches is
able to estimate the full total GEE (GEE = MUtotal), and can do so
only partly under given, restricted conditions. A complete, and
therefore optimal, MU approach must be defined in the following
way:


(4) Representative TOS approach: GEE = TAE+TSE, where
TSE = CSE+ISE


(5) Complete MU approach: MUtotal = TSEsampling + MUanalytical


Regarding (5), it falls to the TOS to take responsibility for the
estimate of MUsampling at all stages along the lot-to-aliquot path-
way. The necessary understanding and competence required is
outlined by the minimum TOS framework presented here {and in
[17]}. It is specifically not enough to rely on claims of original
equipment manufacturers (OEMs) regarding equipment and prod-
ucts. Many studies, audits and extensive practical consulting expe-
riences have shown unambiguously that many OEMs producing
and describing ‘‘representative sampling devices’’ and ditto ‘‘mass
reduction equipment’’ are in fact marketing incorrectly designed
products, often causing severe sampling bias (general TOS litera-
ture) and/or unnecessarily inflated total sampling variances. Suffi-
cient TOS competence cannot automatically be taken for granted.


We here draw the logical conclusion to the above analysis and
assessment. We call for integration of the TOS with the MU
approach, easily illustrated based on the widely-used fishbone
flow-path diagram. Fig. 6 shows a standard fishbone diagram
depicting the standard complement of MU sources of an exemplary
analytical measurement process (this may be even more compre-
hensive, without influencing the present conclusions). The uncer-
tainty sources connected to sampling (i.e. both sample extraction
and those preparation stages also involving sampling are com-
pletely disregarded). It is simply assumed that the analytical sam-
ple, which ends up as the test portion, has been extracted and mass
reduced in a representative fashion. If this assumption does not
hold, it is a sure guarantee that the appropriate TOS approaches
have not been involved, and that the uncertainty estimate of the
analyte concentration is invalid and of little value; it will
inherently and unavoidably be too small by an unknown, but sig-
nificant, factor, so it will also be invalid as a proper fit-for-purpose
MU estimate.


In order to prevent structural underestimation of the full com-
plement of active uncertainty sources, it is necessary to integrate
the effects related to all sampling stages involved with this
standard MUanalysis scheme. This can be done in a perfectly
seamless fashion (i.e. there need not be any changes regarding
MUanalysis, while the framework surrounding MUsampling will be
supplied by the TOS). Thus, Fig. 7 outlines all uncertainty sources
related to sampling as a new main branch added to this diagram.
The sampling branch of the TOS should be implemented in every
MU fishbone diagram, left justified, signifying that all sampling
uncertainty contributions must be dealt with before any of the
traditional MU issues. Note (compare Fig. 1) that the sampling


Fig. 6. Exemplar MU fishbone flow-path diagram with standard MU measurement uncertainty sources. Source [36], redrawn and simplified by the present authors.
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Fig. 7. Induction of all principal sampling uncertainty sources of the TOS in an augmented MU framework. The standard MUanalysis fishbone diagram is shown on the right, to which TOS is charged with delivering a representative
analytical aliquot (arrow). This diagram illustrates the proposed TOS/MU integration in full, focusing on the imperative to eliminate incorrect sampling errors (ISEs).
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responsibility of the TOS is imperative: the TOS is the agent
responsible for delivering the valid, representative analytical ali-
quot for the subsequent MUanalysis estimation.


The TOS stipulates that all ISEs must be eliminated (sampling
correctness), followed by reduction of the remaining CSEs (and
PSEs, if relevant) (sampling precision), until compliance with
representativity and/or until a fit-for-purpose criterion. Note that
the Point Integration Error PIE1 is identical to (FSE + GSE), while
PIE2 (process trend error) and PIE3 (process cyclicity error) are
conveniently and easily dealt with within the context of the TOS
paradigm for process sampling (see relevant process TOS
literature). For the present purpose, there is no need to detail
process sampling further, other than to note that it is already lo-
cated in its logical place in the TOS fishbone branch.


5. Conclusion


A critical assessment of GUM and the EURACHEM guide shows
that not all influential uncertainty sources are considered as to
their full MU impacts. In particular, effects caused by ISEs are
insufficiently defined and integrated. While GUM exclusively
focuses on estimating the analytical MU, the EURACHEM guide
indicates and incorporates some error sources related to sampling,
but detailed analysis of the scope also here revealed several defi-
ciencies compared to the full sampling-error framework of the
TOS. While the EURACHEM guide acknowledges the existence of
the CSEs, it stays with the assumption that all other sampling-
uncertainty-error sources have been eliminated by other parties
– which gives no help to the sampler/analyst. By excluding both
the concept of, and the risk incurred by, the inconstant sampling
bias, the sampler/analyst may well not even beware of the risk that
the effective MU estimate will be principally different each time
that it is re-estimated. The user is left without the crucial under-
standing that ISE effects will unavoidably result in uncontrolled
and unquantifiable, inflated MUtotal estimates.


Only the TOS offers complete theoretical and practical
understanding of all key features related to heterogeneity and full
practical insight into the intricacies of the sampling process when
confronting the gamut of heterogeneity manifestations. Closing
this gap between TOS and MU necessitates a certain minimum
TOS competence, and confidence, that all sampling processes can
indeed become correct (sampling free of bias), opening up for them
also to become representative, or fit-for-purpose, where appropri-
ately defined. This minimum competency has recently been out-
lined in a new international standard, DS 3077 [17], the history
of which has been outlined [37]. In order to derive a valid estimate
of the complete uncertainty for any measurement procedure (sam-
pling and analysis), all ISEs and CSEs, as well as the TAE (MUanalysis)
must have their proper place in the suggested augmented
MUsampling + analysis context (Fig. 7). This opens the way to a unified
sampling-and-analysis responsibility.


A detailed analysis of MU and formulation of the requirements
for a universally optimal MU concept outlined the critical deficien-
cies in MU and pointed out that the TOS can simply be inducted as
an essential first part in the complete measurement-process
framework, taking charge and responsibility of all sampling issues
at all scales (i.e. along the entire lot-to-aliquot process).


We here call for a constructive integration between TOS and
MU, allowing reconciliation of these two frameworks that all too
long have been considered only antagonistically.


6. Postscript: terminology issues


One could perhaps conceive of a potential terminology debacle
in the wake of the present proposal. For one thing, MU denounces


with extreme prejudice the notion of ‘‘error’’ and ‘‘true value’’ (as in
‘‘sampling error’’ and ‘‘true average lot concentration, aL‘‘), among
others, and has replaced this tradition with a well worked out,
highly systematic MU conceptual alternative terminology, as
codified in VIM3 [23,24]. While this is a relevant development
within analysis, when addressing sampling in the full understand-
ing of heterogeneity, this becomes a severely impractical straight-
jacket and a battleground of immense futility. As it turns out, it is
quite unnecessary. Both TOS and MU can simply be left with their
separate terminologies and can fulfil their complementary roles
unaffected. From the comprehensive theoretical analysis of the
TOS of the phenomena of heterogeneity, sampling procedures,
and sampling equipment is derived the superior practical com-
mand of practical representative sampling, allowing all types of
lots to be sampled, not just those associated with various restricted
understandings of heterogeneity with a concomitant desire to view
all heterogeneity issues in the statistical notion of systematic
effects and stochastic variability only.


A scientific concept and terminology skirmish is also uninter-
esting in view of the separate histories and the complementary
practical roles of TOS and MU. Neither framework can win such a
battle in view of their hitherto individual histories, achievements
and their present status. The only constructive way forward lies
with the proposed integration and reconciliation.


7. Explanation 1. Heterogeneity


Heterogeneity, introduced above, is the prime characterization
of all naturally-occurring materials, including industrial lots, inter-
mediate materials and products, processed and manufactured
materials, and all materials in the natural world. Rocks could serve
as an example of significantly heterogeneous materials in the nat-
ural world (also mineralizations, polluted sediments, toxic wastes,
mineral-processing streams, commodity raw materials) – the
range of examples from all of science, technology and industry is
legion. Moreover, heterogeneity manifests itself at all scales related
to sampling from residing inside grains, contributing to CHL


between grains, occurring at meso-to-lot scales as ‘grouped’ frag-
ment clusters and as segregation, from incipient to pervasive. Thus,
heterogeneity manifests itself everywhere in the scale hierarchy
from grain to lot, and the issue rather concerns to what degree
all substances are heterogeneous (see below for a very few,
marginal exceptions).


It is much more than a quibble, to point out that heterogeneity
should be defined as the degree to which a property or a constitu-
ent deviates from an assumed uniform distribution throughout a
quantity of material, instead of the degree to which it conforms
to an unrealistic ideal concept of random distribution. It is counter-
productive to keep to the ideal notion of a uniform distribution, be-
cause such is never the case for the very many, very different types
of materials and lots that are to be sampled.


Uncritically taking on the notion of a random distribution,
which can then be considered fully with traditional statistical
tools, is a very dangerous endeavor. An example of quantitative
analysis of genetically-modified organisms (GMOs) provides a poi-
gnant case. Esbensen et al. [18,19] and Minkkinen et al. [20] out-
lined in detail the consequences of carrying over the notion of
random distribution of the ‘‘property of interest’’, in this case quan-
titation of GMO in soy-kernel lots, and exposed many negative
ramifications of such an attitude, which turned out to clash rather
spectacularly with reality; above all, it was proved that conven-
tional statistical estimates could be seriously compromised and
frequently off by factors of 2–5. Thy et al. [21] demonstrated sim-
ilar destructive effects regarding biomass-energy assessments, also
originating with unsubstantiated random-distribution assump-
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tions; consequences included published ash compositions, that
could be proved to differ from true compositions by as much as
factors of 2–3 for many major oxides (even the sign could be wrong
in certain mass-balance calculations). Minkkinen and Esbensen
[22] detailed the reasons behind such faulty assumptions and, in
particular, showed the very serious consequences of using grab
sampling instead of composite sampling.


The MU definition of heterogeneity is incomplete in that it
specifically only addresses one of the two aspects of heterogeneity,
spatial heterogeneity (DH). This is unspecific (e.g., regarding
analytes that may reside wholly or partly inside certain types of
particles but not in others), and particles may obviously have
widely different concentrations of a dispersed particular property.
Particles may also be broken up during sampling (or they may not),
partly or fully ‘liberating’ the ‘‘property of interest’’, as a function of
the sampling process. The compositional heterogeneity concept is
not defined in MU.


The situation is somewhat more relaxed concerning the defini-
tion of ‘‘practically homogeneous materials’’, termed ‘‘uniform
materials’’, which are defined as materials with a ‘‘repeated sam-
pling reproducibility lower than 1%’’. Claims have also been made
that ‘‘small items’’ (presumably meaning ‘‘small lots’’) are also
not in obvious need of elaborate sampling instructions. However,
such materials and cases only occur naturally in but the rarest of
instances (e.g., exceptions are gases, well-mixed solutions, and
manufactured pure or ultra-pure materials). However, the most
important characteristic from such cases is that generalizations
based on them with respect to sampling can never be valid for
the gamut of all other types of materials and lots. It is by far the
simplest always to treat all types of lots, including such marginal
cases, all materials and sampling targets as examples of materials
displaying significant heterogeneity, thus opening up for a univer-
sal sampling practice for all materials irrespective of their inherent
degree of heterogeneity: All lots should be treated in identical
fashion (i.e. as significantly heterogeneous lots). By way of comple-
tion, depending on the analytical viewpoint, a lot can simulta-
neously be both extremely homogenous – and extremely
heterogeneous: while a lot consisting of an ‘ultrapure’ material
can be regarded as homogeneous for almost all most practical
purposes (e.g., if the concentration of the analyte is, say,
99.9999% (or higher), the lot can also be viewed as extremely het-
erogeneous – if the analytical focus is on impurities at ultra-low
levels, say of the order of pg/g, ng/g (or below), which, by necessity,
must be extremely irregularly distributed.


8. Explanation 2. Intrinsic uncertainty


The TOS defines the Global Estimation Error (GEE) as the sum of
the Total Analytical Error (TAE) plus the Total Sampling Error (TSE).
TAE is identical to the total analytical MU, MUanalysis. TOS defines a
‘‘minimum uncertainty’’, called the Minimum Possible Error (MPE),
which is concerned with the minimum sampling_plus_analysis
uncertainty in practice, and which is related, at the very least, to
the Fundamental Sampling Error (FSE), treated in more depth be-
low, to which is added MUanalysis proper. The MU term ‘‘definitional
uncertainty’’ relates to the analytical measurement process, but
there is no equivalent needed for the sampling process because
of the theoretical completeness of the TOS.


9. Explanation 3. Gross errors versus incorrect sampling errors


The TOS considers the first type of ‘gross error’ as part of the
‘Incorrect Preparation Error (IPE)’. This definition also allows inclu-
sion of the effects of ‘gross errors’ in the overall Global Estimation
Error (GEE), if they can be quantified, (see Fig. 3), as they most


certainly will contribute towards an inflated GEE. However, the
effects from the IPE do not have to follow a tractable statistical dis-
tribution – the TOS specifically describes why this can never be. A
key deficiency in the MU is that sampling errors, especially those
that the TOS declares as of ‘major influence’, are excluded from
attention simply by declaring these as ‘gross errors, which are as-
sumed to have been taken care of before the MU. It has even been
suggested to include the ISE in the definitional uncertainty while
accepting the effects of FSE + GSE in the MU.


One of the major issues of dissent between the TOS and the MU
concerns this twilight status and deliberate neglect of the incorrect
sampling error (ISE) (the second type of ‘gross error’ in the MU). In
the TOS, this would be unthinkable, if for no other reason than
these dominate the total uncertainty budgets if not heeded prop-
erly, but also because they are indeed, and manifestly, subject to
directed action: the TOS actively reduces, and seeks to completely
eliminate, the effects from these critically important errors as part
of a reconciled TOS/MU.


10. Explanation 4. Systematic measurement error versus
sampling bias


Systematic error effects caused by sampling heterogeneous lots,
termed ‘sampling bias’ in the TOS, are not constant, and therefore
not ‘‘predictable’’. A specified sampling procedure interacting with
a given heterogeneous material will, if replicated, never result in an
identical bias estimate precisely because of the nature of the mate-
rial heterogeneity. Lot heterogeneity is a complex spatial and com-
positional feature characterizing the lot volume at all scales above
the sampling-tool size, and it is transient (i.e. varying if/when the
lot is manipulated in connection with sampling, or resulting from
transportation). Sampling procedures that compromise the ‘correct
sampling imperative’ (GP 3 in Table 1, fully defined in the TOS) will
by necessity lead to effects, which, in the TOS, are attributed to the
incorrect sampling errors (ISEs). Even when replicating a sampling
procedure in a ‘‘100% identical fashion’’, the resulting alternative
analytical results will per force come out as different measurand
values (concentrations) because of the pervasive irregular nature
of heterogeneous materials. In other words, when replicating a
sampling procedure, it is another primary increment of the heter-
ogeneous target lot, which is extracted and subjected to the
sampling_analysis pathway – and for which, consequently, the
analytical results, as, must be different.


While this difference at times may be negligible or small (small
lots and/or uniform materials), and therefore perhaps ultimately
only constitute an acceptable MU contribution, it may equally well
deviate to a significant degree, depending on both the nature/mag-
nitude of the lot heterogeneity in question and the sampling proce-
dure used, either way leading to an unacceptable, unnecessarily
inflated MUsampling. The crucial issue is that it is never known a
priori which of these alternative situations will be encountered,
where or when. The only rational scientific attitude in view of such
fundamentally incomplete knowledge is to act as if the adverse
effect is always present and significant.


Above all, this principal uncertainty can never be used as justi-
fication for deviating from the strict rules of the TOS formulated to
guarantee representativeness. Unfortunately, a varying, ‘inconstant
sampling bias’ cannot be compensated for by any known means
(e.g., data, analytical, statistical, equipment, or procedure), which
all presumes a ‘predictable’ (i.e. constant) bias. The TOS allows
all samplers the easy and full understanding that unrecognized,
or uncontrolled, the ISEs create the inconstant sampling bias, so
there is only one conclusion: ISEs must be eliminated from the spe-
cific sampling process involved. This solution is both logical and
practically achievable. Occasionally, a fit-for-purpose (FFP) version
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of this imperative may suffice, provided that the TSE + TAE effects
are always subjected to proper estimation before acceptance or
rejection of a FFP criterion.


11. Explanation 5. Certified reference materials (CRMs)


The approach to estimating the analytical bias is designed to
work in the analytical laboratory, where every systematic effect
can, in principle, be brought under control. However, it is only fair
to point out that this is critically dependent upon ‘TOS-correct’
sub-sampling from batches of certified reference materials (CRMs),
as received from relevant suppliers. But laboratory sub-sampling
representativity is very often assumed without proper validation,
despite sub-sampling always critically depending upon the ‘‘effec-
tive heterogeneity’’ of the CRM sachets supplied (e.g., containers, or
vials). Such sachets are lots in their own right, albeit small, the only
difference is in scale. As such, the critical issue here is, as always,
how sampling is performed, in this case how the relevant sub-sam-
pling is performed [8]. It is fully possible to conceive of unneces-
sary Total Sampling Errors (TSEs) even at this ultimate sub-
sampling stage, as these has been demonstrated on numerous
occasions. This issue serves well to underline that all TSEs are a
result of a sampling procedure interacting with a heterogeneous
lot at absolutely all scales.


This issue is far from trivial, as witnessed by numerous discus-
sions and focused CRM heterogeneity studies (e.g., in journals, such
as Geostandards and Geoanalysis Research (GRR), Analytical Chemis-
try, Analytica Chimica Acta, and The Analyst). This issue sometimes
also includes certain aspects of the efficiency of dissolution of
whole-sample materials [28,29]. The issue was well summarized,
but acknowledged to be far from solved [30]. This issue also has
a critical bearing on the MU issue regarding ‘‘sampling targets’’
(see further below).


To the degree that a CRM sachet is heterogeneous at the scale of
a few test portion masses, say 5–15 or so, there is a very real dan-
ger of sampling errors also affecting even this ultimate sampling
step producing the analytical CRM aliquot. This is why many calls
have been made to supply CRMs with an effective ‘‘sampling con-
stant’’ specifying a minimum sampling mass (sometimes aug-
mented by a demand for a representative grain-size distribution
documentation) {[31,32] and further references herein}. Many
spectroscopic and image-analysis methods only get information
from a relatively shallow surface layer of the final test portion,
depending on the operative wavelength(s). In such cases, the
reduced volume from which the information is obtained is the
effective test portion and the possibility for significant sampling
errors has to be considered even at this final measurement step
also for these types of analysis. A basic introduction to these issues
was given by Ramsey [33] {see also [31,34]}


12. Explanation 6. RST (reference sampling target), SPT
(sampling proficiency test), and CTS (collaborative trial in
sampling)


Analysis of Variance (ANOVA) is a statistical approach for vari-
ance decomposition proportioned along a set of experimental fac-
tors in the experimental design employed. The defining issue is
that each factor is controllable by the fashion that the experi-
menter is able to set the specific levels desired in a design of exper-
iment (DOE), or by a random factor. Different sampling procedures
or sampling plans can, with a stretch, be codified as ‘levels’ on a
sampling-mode factor, or different between-sample-distances
may also be viewed as ‘levels’. However, there would appear to
be little or no possibility of ‘different degrees of heterogeneity’
(and its interactions with alternative sampling procedures) to be


similarly codified on an experimental factor, at least not without
a truly staggering amount of work. More importantly for signifi-
cantly heterogeneous lots in the real world, it is unrealistic to con-
template that an RST can ever be constructed precisely because of
the compositionally complex and varying spatial heterogeneity
involved (amongst others, even laying up the RST would, e.g., be
subject to inconstant segregation effects). Above all, the RST
approach is extraordinarily difficult and prohibitively laborious
because one would first have to try to estimate the effective heter-
ogeneity of the target lot reliably (indeed this itself must involve
extensive sampling, not yet documented representatively) and
then to try to construct a reference-sampling-target lot with
identical heterogeneity characteristics, from which to try to obtain
insight as to how to best to sample the original target. There ap-
pears to be no way such an endeavor can ever come close to sim-
ulating the entire target lot, without taking this apart in toto. This
circular reasoning impasse has severe implications for the applica-
tion potential of SPT and CTS. This approach is impossibly far away
from general representative sampling, which, by way of contrast,
can be easily accomplished based on the TOS, Table 1. The RST sug-
gestion appears more to be offered because this makes it possible
still to apply ANOVA to decompose the variance proportions com-
mensurate with the DOE. Indeed, Ramsey [33] states that: ‘‘RST is
still at the ‘proof-of-concept’ stage and yet not widely available’’.
Against this, there exists extensive experience, substantiated in a
formidable amount of TOS literature, attesting that real-world het-
erogeneity is far more complex than can ever be described with
standard statistical techniques, notwithstanding their well-proven
applicability in many other areas.


13. Explanation 7. Variographics (TOS)


The variogram is a powerful tool with which to characterize 1-D
variations and which benefits from the inherent auto-correlation
between units (increments, or single samples) sampled with differ-
ent ‘between pairs-of-samples’ distances, termed ‘lags’. Variogra-
phy is particularly relevant for process sampling (or, equivalently,
stationary 1-D lot sampling), both instances referring to lot config-
urations for which one elongated dimension in time or space dom-
inates completely, because the other two dimensions are
eliminated by the TOS stipulation that all increments (samples)
must cover both these dimensions completely – hence the rigid de-
mand in the TOS only to use correct increment delineation and
extraction. The extensive approach of the TOS to both stationary
and dynamic 1-D sampling addresses, e.g., moving streams of mat-
ter on conveyer belts or in pipelines, units transported as truck-
loads, railroad cars or tank vehicles, and manufactured or
produced units, such as containers, vessels, or bags. Depending on
their intrinsic heterogeneity characteristics, such streams are char-
acterized by various degrees of 1-D auto-correlation, as manifested
by the variogram. There exist numerous, in-depth descriptions,
illustrations and very many case histories involving variograms in
the TOS literature [3–5,10,35].


A comprehensive description of sampling streams of extremely
irregularly distributed trace concentrations, including a thorough
exposé of the versatility of variographic characterization as a gen-
eral approach for designing ‘‘fit-for-purpose’’ sampling plans, com-
mensurate with the empirical lot heterogeneity, can be found [18–
20] dealing with batches of genetically-manufactured organisms
(GMOs) originating as cargo shipments into Europe from interna-
tional ports of origin. While specifically addressing feed, this meth-
odological treatment is rather a complete exemplar, which can be
applied to all similar 1-D lot heterogeneities; sampling of ultra-
low-abundance precious-metal phases in minerals processing
and polluting solids in natural stream water are but two examples.
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